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#### Abstract

This paper considers the problem of sparse recovery whose optimization cost function is a linear combination of a nonsmooth sparsity-inducing term and an $\ell_{2}$-norm as the metric for the residual error. Since the resultant sparse approximation involves nondifferentiable functions, locally competitive algorithm and forward Euler discretization method are exploited to approximate the nonsmooth objective function, yielding a smooth optimization problem. Alternating direction method of multipliers is then applied as the solver, and Nesterov acceleration trick is integrated for speeding up the computation process. Numerical simulations demonstrate the superiority of the proposed method over several popular sparse recovery schemes in terms of computational complexity and support recovery.
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## 1. Introduction

Sparse recovery aims to estimate an unknown sparse signal from a noisy underdetermined linear system, which is of great interest in signal processing and machine learning [1]. Mathematically, given a sensing matrix $\mathbf{A} \in \mathbb{R}^{M \times N}$ with $M<N$, the underlying task is to recover a target signal $\mathbf{x} \in \mathbb{R}^{N}$ from its undersampled set of noisy observations $\mathbf{y} \in \mathbb{R}^{M}$ :
$\mathbf{y}=\mathbf{A x}+\boldsymbol{\epsilon}$
where $\boldsymbol{\epsilon}=\left[\begin{array}{llll}\epsilon_{1} & \epsilon_{2} & \ldots & \epsilon_{M}\end{array}\right]^{T}$ is the additive disturbance vector and $\left\{\epsilon_{i}\right\}$ are independent and identically distributed (i.i.d.) random variables with variance $\sigma^{2}$. One of the most popular approaches to sparse signal recovery is to minimize a linear combination of a sparsity-inducing term and an $\ell_{2}$-norm as the metric for the residual error [2-4]:
$\min _{\mathbf{x}} \lambda\|\mathbf{x}\|_{p}+\|\mathbf{A x}-\mathbf{y}\|_{2}, \quad p=0$ or 1
where $\lambda>0$ is a tradeoff parameter that balances the weight between the sparsity-inducing term and $\ell_{2}$-norm error term, and can be chosen as suggested in $[5,6]$. When $p=1$, the cost function $\|\mathbf{x}\|_{p}$ is $\|\mathbf{x}\|_{1}=\sum_{i}\left|x_{i}\right|$, resulting in an $\ell_{1}$-norm penalty, which is used as a convex surrogate for the ideal counting norm (i.e., $\|\mathbf{x}\|_{0}$ ).
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The resulting $\ell_{1}$-norm minimization is also known as the least absolute shrinkage and selection operator (LASSO) [7]. Numerical algorithms (some of them are extremely fast) have been proposed for the $\ell_{1}$-norm minimization based sparse recovery [6,8-10]. A specialized interior-point method has been designed for solving the $\ell_{1}$-regularized least squares problem ( $\ell_{1}-\mathrm{LS}$ ) [6], but it is timeconsuming. In fact, the $\ell_{1}$-norm is the closest convex norm to the $\ell_{0}$-norm, nevertheless, it is known that the $\ell_{1}$-norm underestimates the number of nonzero elements, when used as a sparsityinducing regularizer.

Although the problem of $\ell_{0}$-norm minimization is NP-hard and because the corresponding function is highly discontinuous and nondifferentiable, it gives the highest sparse recovery performance with very few measurements [11]. Hence, this motivates the use of approximate $\ell_{0}$ function in solving (1). Several works have been proposed to relax the $\ell_{0}$-norm minimization, such as focal underdetermined system solver (FOCUSS) [12], approximate projected generalized gradient (APGG) [3], iteratively reweighted least squares (IRLS) [13], iterative reweighted $\ell_{1}$ minimization (IR $\ell_{1}$ ) [14], smoothed $\ell_{0}$ (SLO) [5] and RSLO [15]. Application of the iteratively reweighted algorithm for solving $\ell_{p}$ minimization with $p<1$ is studied in [13], where sparse signals can be recovered even in the presence of noise from fewer measurements. SLO [5] utilizes the steepest accent algorithm to maximize its cost function, which achieves fast implementation and improved performance in noisy environment. To achieve robustness against noise, RSLO [15] is proposed to modify the projection step of the noise-free SL0 [5].

In this work, an efficient algorithm is devised for sparse recovery with nonsmooth sparsity-inducing term. We briefly summarize the contributions of this work as follows: i) Since the sparsityinducing function is not differentiable, motivated by the concept of locally competitive algorithm (LCA) [16], we combine LCA and alternating direction method of multipliers (ADMM) [17] to devise a fast and accurate algorithm to solve the general nonsmooth sparse approximation problems. Also, Nesterov acceleration trick [18] is utilized to speed up the computing process. ii) A challenge is that LCA is a continuous-time algorithm, and forward Euler discretization method [19,20] is applied to approximate the penalty function into the smoothed version; iii) For orthonormal and general sensing matrices, matrix inversion lemma and iterative method are introduced for their computationally efficient calculation, respectively.

The reminder of this paper is organized as follows. In Section 2, the background of LCA and its corresponding threshold function are described. Section 3 introduces the efficient algorithm for sparse recovery. In Section 4, numerical examples are conducted to evaluate the performance of the proposed algorithm. Section 5 concludes this paper.

Notation: $\mathrm{E}(\cdot),\langle\cdot, \cdot\rangle,(\cdot)^{T}$ and $(\cdot)^{-1}$ stand for the expectation, inner product, transpose and inverse operators, respectively. $\partial J(\cdot)$ represents the subdifferential of the function $J . \mathbf{I}_{M}$ stands for the $M \times M$ identity matrix. $\mathbf{0}$ denotes a vector with all zero entries.

## 2. Preliminary

LCA is a continuous-time algorithm designed to solve the problem of sparse approximation. To begin with, we define $\mathcal{J}(\mathbf{x})$ :
$\mathcal{J}(\mathbf{x}):=\lambda\|\mathbf{x}\|_{1}+\frac{1}{2}\|\mathbf{A x}-\mathbf{y}\|_{2}^{2}$.
The subdifferential of (3) with respect to $\mathbf{x}$ in the set valued framework is
$\partial_{\mathbf{x}} \mathcal{J}(\mathbf{x})=\lambda \operatorname{sgn}(\mathbf{x})+\mathbf{A}^{T}(\mathbf{A x}-\mathbf{y})$
where
$\operatorname{sgn}(x)= \begin{cases}1, & \text { if } x>0 \\ \in\left[\begin{array}{ll}-1 & 1\end{array}\right] & \text { if } x=0 \\ -1, & \text { if } x<0 .\end{cases}$
In this unconstrained convex optimization formulation (3), the LCA introduces an internal state vector $\mathbf{u}=\left[\begin{array}{llll}u_{1} & u_{2} & \ldots & u_{N}\end{array}\right]^{T}$ for $\mathbf{x}$ :
$\mathbf{x}:=\operatorname{Prox}_{(\eta, \delta, \lambda)}(\mathbf{u})$.
where $\operatorname{Prox}_{(\eta, \delta, \lambda)}(\cdot)$ denotes the proximal mapping of $\ell_{1}$-norm when setting $\eta \rightarrow \infty, \delta=1$ and $\lambda=1$. Then $\mathbf{x}$ and $\mathbf{u}$ should have the same sign. By simple calculation,
$u-x=(|u|-\max (|u|-\lambda, 0) \cdot \operatorname{sgn}(u))=\lambda \operatorname{sgn}(x)$.
Substituting (6) into (4), we obtain
$\tau \frac{d \mathbf{u}}{d t}=-\partial_{\mathbf{x}} \mathcal{J}(\mathbf{x})=-\mathbf{u}+\mathbf{x}-\mathbf{A}^{T}(\mathbf{A x}-\mathbf{y})$.
Here, $\tau$ represents the time constant of the physical solver in implementing the algorithm. In [16,21,22], the relationship among $\partial\left|x_{i}\right|, x_{i}$ and $u_{i}$ is established. Given $\mathbf{x}$, we have
$\mathbf{u}-\mathbf{x}=\lambda \partial\|\mathbf{x}\|_{1}$.
Since $\|\mathbf{x}\|_{1}$ is nondifferentiable at $\mathbf{x}=\mathbf{0}$, the subdifferential, denoted as $\partial\|\mathbf{x}\|_{1}$, is employed to describe the gradient of $\|\mathbf{x}\|_{1}$. The advantage of LCA is that we do not need to implement $\partial\|\mathbf{x}\|_{1}$ directly.

A general threshold function for mapping from $\mathbf{x}$ to $\mathbf{u}$, is given by [16]
$x_{i}=\operatorname{Prox}_{(\eta, \delta, \lambda)}\left(u_{i}\right)=\operatorname{sign}\left(u_{i}\right) \frac{\left|u_{i}\right|-\delta \lambda}{1+\mathrm{e}^{-\eta\left(\left|u_{i}\right|-\lambda\right)}}$


Fig. 1. Examples of general threshold function.
where $\eta$ is a parameter to control the speed of the threshold transition, $\delta \in[0,1]$ indicates that the fraction of an additive adjustment is made for values above threshold, and $\operatorname{sign}(\cdot)$ denotes the sign of a quantity with $\operatorname{sign}(0)=0$. Some examples of this general threshold function are provided in Fig. 1. The LCA embeds the tradeoff parameter into the threshold function $\operatorname{Prox}_{(\eta, \delta, \lambda)}(\cdot)$. Setting $\eta \rightarrow \infty, \delta=0$ and $\lambda=1$, we obtain an ideal hard threshold function, which approximates the $\ell_{0}$-norm based sparse recovery. Setting $\eta \rightarrow \infty, \delta=1$ and $\lambda=1$, then the general threshold function is reduced to the soft threshold function [16], corresponding to the case of $p=1$.

## 3. Algorithm development

Now, we consider the nonsmooth $\ell_{1} / \ell_{0}$-norm approximation problem of (2). To solve (2), let $J(\mathbf{x}):=\|\mathbf{X}\|_{p}(p=0$ or 1$)$ for simplicity, we introduce an auxiliary variable $\mathbf{z} \in \mathbb{R}^{M}$ to rewrite it equivalently as
$\min _{\mathbf{x}, \mathbf{z}} \lambda J(\mathbf{x})+\|\mathbf{z}\|_{2}, \quad$ s.t. $\mathbf{A x}-\mathbf{z}=\mathbf{y}$.
ADMM is a powerful optimization framework that is suitable for large-scale problems arising in machine learning and signal processing. In the case of the $\ell_{0}$-norm minimization, directly extending the ADMM algorithm is not guaranteed to converge since the regularization term is nonconvex. To derive a convergent algorithm for the nonconvex case, we develop a proximal ADMM algorithm via incorporating with the LCA.

Based on the decomposition-coordination procedure of the ADMM, we proceed to unveil each step for solving problem (10). The corresponding augmented Lagrangian of (10) is

$$
\begin{align*}
L(\mathbf{z}, \mathbf{x}, \mathbf{w})= & \lambda J(\mathbf{x})+\|\mathbf{z}\|_{2}-<\mathbf{w}, \mathbf{A} \mathbf{x}-\mathbf{z}-\mathbf{y}> \\
& +\frac{\rho}{2}\|\mathbf{A} \mathbf{x}-\mathbf{z}-\mathbf{y}\|_{2}^{2} \tag{11}
\end{align*}
$$

where $\mathbf{w} \in \mathbb{R}^{M}$ is the dual variable vector, $\rho>0$ is a penalty parameter that controls the convergence rate of the algorithm. Then ADMM applied to (11) consists of the following iterative steps.

In the $(t+1)$ th iteration, the $\mathbf{z}$-minimization step has the closed-form solution, which degenerates to the proximal operator of $\ell_{2}$-norm:
$\mathbf{z}^{t+1}=\arg \min _{\mathbf{z}}\left(\|\mathbf{z}\|_{2}+\frac{\rho}{2}\left\|\mathbf{A x}^{t}-\mathbf{z}-\mathbf{y}-\frac{\mathbf{w}^{t}}{\rho}\right\|_{2}^{2}\right)$

$$
\begin{equation*}
=\operatorname{Prox}_{\frac{1}{\rho}\|\cdot\|_{2}}\left(A \mathbf{x}^{t}-\mathbf{y}-\frac{\mathbf{w}^{t}}{\rho}\right) \tag{12}
\end{equation*}
$$

in which the proximal operator of $\ell_{2}$-norm is known as [19]
$\operatorname{Prox}_{\nu\|\cdot\|_{2}}(\mathbf{v})=\mathbf{1}_{\|\mathbf{v}\|_{2} \geq v}(\mathbf{v})\left(1-\frac{v}{\|\mathbf{v}\|_{2}}\right) \mathbf{v}$
where $\mathbf{1}(\cdot)$ is the indicator function and $v:=1 / \rho$.
The $\mathbf{x}$-minimization step computes
$\mathbf{x}^{t+1}=\arg \min _{\mathbf{x}}\left(J(\mathbf{x})+\frac{\rho}{2 \lambda}\left\|\mathbf{A x}-\mathbf{z}^{t+1}-\mathbf{y}-\frac{\mathbf{w}^{t}}{\rho}\right\|_{2}^{2}\right)$.
To gain overall efficiency of the algorithm, we use the standard trick for ADMM to solve (14) approximately. Based on the descent lemma, we linearize the term $J(\mathbf{x})$ at a given point $\mathbf{x}^{t}$ as the form of
$J(\mathbf{x}) \approx J\left(\mathbf{x}^{t}\right)+\left\langle\mathbf{x}-\mathbf{x}^{t}, \partial_{\mathbf{x}} J\left(\mathbf{x}^{t}\right)>+\frac{1}{2}\left\|\mathbf{x}-\mathbf{x}^{t}\right\|_{2}^{2}\right.$.
With this linearization, $\mathbf{x}$-minimization results in the following closed-form solution:
$\mathbf{x}^{t+1}=\left(\mathbf{I}_{N}+\rho \mathbf{A}^{T} \mathbf{A}\right)^{-1}\left[\mathbf{x}^{t}-\partial_{\mathbf{x}} J\left(\mathbf{x}^{t}\right)+\frac{\rho}{\lambda} \mathbf{A}^{T}\left(\mathbf{y}+\mathbf{z}^{t+1}+\frac{\mathbf{w}^{t}}{\rho}\right)\right]$.

However, since the penalty function in (14) is not smooth, we cannot obtain $\partial_{\mathbf{x}} J\left(\mathbf{x}^{t}\right)$. LCA can be applied to solve the nonsmooth sparse recovery problems, but it is a continuous-time algorithm. Assigning a step size for the discretization equal to the LCA timeconstant $\tau$, and then applying the forward Euler discretization method to the LCA, we proximate the penalty function in (14) into the smoothed version:

$$
\begin{align*}
\tau \frac{\mathbf{u}^{t+1}-\mathbf{u}^{t}}{\tau} & =\tau \frac{d \mathbf{u}}{d t}=-\partial_{\mathbf{u}} J\left(\mathbf{u}^{t}\right) \\
\Rightarrow \mathbf{u}^{t+1} & =\mathbf{u}^{t}-\partial_{\mathbf{u}} J\left(\mathbf{u}^{t}\right)=\mathbf{x}^{t}-\partial_{\mathbf{x}} J\left(\mathbf{x}^{t}\right) \\
\mathbf{x}^{t+1} & =\operatorname{Prox}_{(\eta, \delta, \lambda)}\left(\mathbf{u}^{t+1}\right) \tag{17}
\end{align*}
$$

It is easy to see that the first-order discretization of the LCA dynamics is expressed as
$\mathbf{x}^{t+1}=\operatorname{Prox}_{(\eta, \delta, \lambda)}\left(\mathbf{x}^{t}-\rho \partial_{\mathbf{x}} J\left(\mathbf{x}^{t}\right)\right)$.
According to the definition of the proximity operator [17,19], we have:
$\operatorname{Prox}_{(\eta, \delta, \lambda)}\left(\mathbf{x}^{t}\right) \approx \mathbf{x}^{t}-\lambda \partial_{\mathbf{x}} J\left(\mathbf{x}^{t}\right)$.
Therefore, $\mathbf{x}$-minimization in (16) corresponds to

$$
\begin{equation*}
\mathbf{x}^{t+1}=\left(\mathbf{I}_{N}+\rho \mathbf{A}^{T} \mathbf{A}\right)^{-1}\left[\operatorname{Prox}_{(\eta, \delta, \lambda)}\left(\mathbf{x}^{t}\right)+\frac{\rho}{\lambda} \mathbf{A}^{T}\left(\mathbf{y}+\mathbf{z}^{t+1}+\frac{\mathbf{w}^{t}}{\rho}\right)\right] \tag{20}
\end{equation*}
$$

Here, the term $\left(\mathbf{I}_{N}+\rho \mathbf{A}^{T} \mathbf{A}\right)^{-1}$ requires the inversion of a $N \times N$ matrix, which is computationally expensive. However, in the special case where the sensing matrix $\mathbf{A}$ is orthonormal, i.e., $\mathbf{A A}^{T}=$ $\kappa \mathbf{I}_{M}$, the complexity of matrix inverse operator can be reduced via the matrix inversion lemma:

$$
\begin{align*}
\left(\mathbf{I}_{N}+\rho \mathbf{A}^{T} \mathbf{A}\right)^{-1} & =\mathbf{I}_{N}-\rho \mathbf{A}^{T}\left(\mathbf{I}_{M}+\rho \mathbf{A} \mathbf{A}^{T}\right)^{-1} \mathbf{A} \\
& =\mathbf{I}_{N}-\frac{\rho}{1+\kappa \rho} \mathbf{A}^{T} \mathbf{A} . \tag{21}
\end{align*}
$$

Then, based on (21), (20) is rewritten as
$\mathbf{x}^{t+1}=\left(\mathbf{I}_{N}-\frac{\rho}{1+\kappa \rho} \mathbf{A}^{T} \mathbf{A}\right)$

$$
\begin{equation*}
\left[\operatorname{Prox}_{(\eta, \delta, \lambda)}\left(\mathbf{x}^{t}\right)+\frac{\rho}{\lambda} \mathbf{A}^{T}\left(\mathbf{y}+\mathbf{z}^{t+1}+\frac{\mathbf{w}^{t}}{\rho}\right)\right] \tag{22}
\end{equation*}
$$

When the rows of $\mathbf{A}$ are not orthonormal, the term $\left(\mathbf{I}_{N}+\right.$ $\left.\rho \mathbf{A}^{T} \mathbf{A}\right)^{-1}$ does not result in a computationally efficient calculation, which can be tackled by a designed matrix B. A well-known iterative method to compute $\mathbf{B}$ is [23]:
$\mathbf{B}_{0}=\xi\left(\mathbf{I}_{N}+\rho \mathbf{A}^{T} \mathbf{A}\right)^{T}, \quad \mathbf{B}_{k}=\mathbf{B}_{k-1}\left(2 \mathbf{I}_{N}-\left(\mathbf{I}_{N}+\rho \mathbf{A}^{T} \mathbf{A}\right) \mathbf{B}_{k-1}\right), \quad$ and $\mathbf{B}=\mathbf{B}_{k}$ for some $k$,
where $\quad 0<\xi<2 /\left\|\left(\mathbf{I}_{N}+\rho \mathbf{A}^{T} \mathbf{A}\right)\left(\mathbf{I}_{N}+\rho \mathbf{A}^{T} \mathbf{A}\right)^{T}\right\|_{1}$. Let $\quad \overline{\mathbf{A}}:=$ $\left(\mathbf{I}_{N}+\rho \mathbf{A}^{T} \mathbf{A}\right)$. Since
$\left\|\mathbf{I}_{N}-\overline{\mathbf{A}} \mathbf{B}_{0}\right\|_{2}=\left\|\mathbf{I}_{N}-\xi \overline{\mathbf{A}} \overline{\mathbf{A}}^{T}\right\|_{2}<1$
$\left\|\mathbf{I}_{N}-\overline{\mathbf{A}} \mathbf{B}_{k}\right\|_{2} \leq\left\|\mathbf{I}_{N}-\overline{\mathbf{A}} \mathbf{B}_{k-1}\right\|_{2}^{2} \leq\left\|\mathbf{I}_{N}-\overline{\mathbf{A}} \mathbf{B}_{0}\right\|_{2}^{2^{k}}$,
the iterative method for computing $\mathbf{B}$ converges quadratically. By using a proper B, a nice approximate analytic solution of (20) is easily obtained without evaluating the matrix inverse. Hence, (20) is computed as
$\mathbf{x}^{t+1}=\mathbf{B} \cdot\left[\operatorname{Prox}_{(\eta, \delta, \lambda)}\left(\mathbf{x}^{t}\right)+\frac{\rho}{\lambda} \mathbf{A}^{T}\left(\mathbf{y}+\mathbf{z}^{t+1}+\frac{\mathbf{w}^{t}}{\rho}\right)\right]$.
The update of $\mathbf{w}$ is
$\mathbf{w}^{t+1}=\mathbf{w}^{t}-\rho\left(\mathbf{A x}^{t+1}-\mathbf{z}^{t+1}-\mathbf{y}\right)$.
To accelerate the convergence of a proximal gradient method, the Nesterov acceleration trick has been used in FISTA [8], in which the convergence rate is accelerated from $O(1 / t)$ to $O\left(1 / t^{2}\right)$. Such technique is also applicable to our method with the following computing process:
$t^{t+1}=\frac{1+\sqrt{1+4\left(t^{t}\right)^{2}}}{2}$
$\mathbf{x}^{t+1}=\mathbf{x}^{t}+\frac{t^{t}-1}{t^{t+1}}\left(\mathbf{x}^{t}-\mathbf{x}^{t-1}\right)$
$\mathbf{w}^{t+1}=\mathbf{w}^{t}+\frac{t^{t}-1}{t^{t+1}}\left(\mathbf{w}^{t}-\mathbf{w}^{t-1}\right)$.
This completes one update cycle and the algorithm terminates once the difference between two consecutive iterations is smaller than a given threshold or if the maximum iteration number is reached. While the convergence analysis under such acceleration is not in the scope of this work, we have the algorithm summarized in Algorithm 1, where the initial vector of $\mathbf{x}^{0}$ is taken as the least squares (LS) solution, i.e., $\mathbf{x}^{0}=\mathbf{A}^{\dagger} \mathbf{y}$.

```
Algorithm 1 Efficient algorithm for nonsmooth sparse recovery.
    Input: A, \(\mathbf{y}\) and \(\rho>0\)
    Initialize : \(\mathbf{z}^{0}, \mathbf{w}^{0}\) and \(\mathbf{x}^{0}=\mathbf{A}^{\dagger} \mathbf{y}, \mathbf{B}\)
    for \(t=0,1,2 \ldots\) do
        \(\mathbf{z}^{t+1}=\operatorname{Prox}_{\frac{1}{\rho}\|\cdot\|_{2}}\left(\mathbf{A} \mathbf{x}^{t}-\mathbf{y}-\frac{\mathbf{w}^{t}}{\rho}\right)\)
        \(\mathbf{x}^{t+1}=\mathbf{B} \cdot\left[\operatorname{Prox}_{(\eta, \delta, \lambda)}\left(\mathbf{x}^{t}\right)+\frac{\rho}{\lambda} \mathbf{A}^{T}\left(\mathbf{y}+\mathbf{z}^{t+1}+\frac{\mathbf{w}^{t}}{\rho}\right)\right]\)
        \(\mathbf{w}^{t+1}=\mathbf{w}^{t}-\rho\left(\mathbf{A x}^{t+1}-\mathbf{z}^{t+1}-\mathbf{y}\right)\)
        Speed up computing process:
        \(t^{t+1}=\frac{1+\sqrt{1+4\left(t^{t}\right)^{2}}}{2}\)
        \(\mathbf{x}^{t+1}=\mathbf{x}^{t}+\frac{t^{t}-1}{t^{t+1}}\left(\mathbf{x}^{t}-\mathbf{x}^{t-1}\right)\)
        \(\mathbf{w}^{t+1}=\mathbf{w}^{t}+\frac{t^{t}-1}{t^{t+1}}\left(\mathbf{w}^{t}-\mathbf{w}^{t-1}\right)\)
        Stop if termination condition satisfied.
    end for
    Output : x
```

Theorem 1. For any fixed $\rho>0$, the sequence $\left\{\left(\mathbf{z}^{t}, \mathbf{x}^{t}, \mathbf{w}^{t}\right)\right\}$ generated by (12), (24) and (25) from any starting point ( $\mathbf{x}^{0}, \mathbf{w}^{0}$ ) converges to ( $\mathbf{z}^{*}, \mathbf{x}^{*}, \mathbf{w}^{*}$ ), where ( $\mathbf{z}^{*}, \mathbf{x}^{*}, \mathbf{w}^{*}$ ) is a solution of (10).
Proof. Since the $\ell_{1}$-norm minimization in (10) is convex, the Karush-Kuhn-Tucker (KKT) conditions are sufficient and necessary, then there exists $\mathbf{w}^{*}$ such that $\frac{1}{\lambda} \nabla\left\|\mathbf{z}^{*}\right\|_{2}=-\mathbf{w}^{*}, \mathbf{A}^{T} \mathbf{w}^{*} \in \partial J\left(\mathbf{x}^{*}\right)$ and $\mathbf{A x}-\mathbf{y}=\mathbf{w}^{*}$, and further results in $\left(\mathbf{z}^{*}-\mathbf{z}^{t+1}\right)^{T}\left(\mathbf{w}^{t+1}-\mathbf{w}^{*}-\right.$ $\left.\rho \mathbf{A}\left(\mathbf{x}^{t+1}-\mathbf{x}^{*}\right)\right)=\frac{1}{\lambda}\left(\mathbf{z}^{t+1}-\mathbf{z}^{*}\right)^{T}\left(\nabla\left\|\mathbf{z}^{t+1}\right\|_{2}-\nabla\left\|\mathbf{z}^{*}\right\|_{2}\right) \geq 0$, which is just the equation (A.2) in Theorem 2.1 of [24], and the rest of the proof follows similarly the proof of Theorem 2.1 in [24], which is omitted here for succinctness. For the $\ell_{p}$-norm minimization at $p=0$ in (10), we set $J(\mathbf{x})=\|\mathbf{x}\|_{p}, \quad h(\mathbf{x})=\|\mathbf{A} \mathbf{x}-\mathbf{y}\|_{2}^{2}, g(\mathbf{x})=$ $J(\mathbf{x})+h(\mathbf{x})$ and let $\hat{h}_{\delta}\left(\mathbf{x}, \mathbf{x}^{t}\right)=h\left(\mathbf{x}^{t}\right)+<\mathbf{x}-\mathbf{x}^{t}, \nabla h\left(\mathbf{x}^{t}\right)>+\frac{1}{2 \delta} \| \mathbf{x}-$ $\mathbf{x}^{t} \|_{2}^{2}$ be a convex upper bound to $h(\mathbf{x})$ that is tight at $\mathbf{x}^{t}$. It is easy to check that $\ell_{p}$-norm with $0 \leq p<1$ is non-decreasing in $\mathbf{x} \in[0, \infty)$ [25]. According to (14), we have $J\left(\mathbf{x}^{t+1}\right)+\frac{\rho}{2 \lambda} \hat{h}_{\delta}\left(\mathbf{x}^{t+1}, \mathbf{x}^{t}\right) \leq J\left(\mathbf{x}^{t}\right)+$ $\frac{\rho}{2 \lambda} \hat{h}_{\delta}\left(\mathbf{x}^{t}, \mathbf{x}^{t}\right)$, which is equivalent to $g\left(\mathbf{x}^{t+1}\right)-g\left(\mathbf{x}^{t}\right) \leq \frac{\xi}{2} \| \mathbf{A}\left(\mathbf{x}^{t+1}-\right.$ $\left.\mathbf{x}^{t}\right)\left\|_{2}^{2}-\frac{\xi}{2 \delta}\right\| \mathbf{x}^{t+1}-\mathbf{x}^{t} \|_{2}^{2}$ with $\xi:=\frac{\rho}{2 \lambda}$. Since $0<\delta<\frac{1}{L}$ with $L$ is the Lipschitz constant of the gradient of $h(\mathbf{x})$, we can further derive $g\left(\mathbf{x}^{t+1}\right)-g\left(\mathbf{x}^{t}\right) \leq \frac{\xi}{2 \delta}(\delta L-1)\left\|\mathbf{x}^{t+1}-\mathbf{x}^{t}\right\|_{2}^{2} \leq 0$. As a result, the sequence $\left\{g\left(\mathbf{x}^{t}\right)\right\}$ is non-increasing, lower bounded, and is also convergent. Moreover, since $\left\{g\left(\mathbf{x}^{t}\right)\right\}$ is convergent and $\| \mathbf{x}^{t+1}-$ $\mathbf{x}^{t}\left\|_{2}^{2} \leq \frac{2 \delta}{\xi(1-\delta L)}\left(g\left(\mathbf{x}^{t}\right)-g\left(\mathbf{x}^{t+1}\right)\right),\right\| \mathbf{x}^{t+1}-\mathbf{x}^{t} \|_{2}^{2} \rightarrow 0$ as $t \rightarrow \infty$. Thus, an important consequence in [26] is that the bounded sequences $\left\{\mathbf{x}^{t}\right\}_{t \in N}$ generated by $P_{C}\left(\mathbf{x}^{t}-\rho \partial_{\mathbf{x}} J\left(\mathbf{x}^{t}\right)\right)$ are convergent sequences as long as $C$ is a closed semi-algebraic subset of $\mathbb{R}^{N}$ and $h(\mathbf{x})$ is C semi-algebraic with L-Lipschitz gradient. Therefore, since $g(\mathbf{x})$ is bounded from below, and together with the fact that the sequences $\left\{\mathbf{X}^{t}\right\}_{t \in N}$ generated by (12), (24) and (25) are bounded. Moreover, $h(\mathbf{x})$ is a polynomial function and $J(\mathbf{x})$ has a piecewise linear graph, hence the sum $g(\mathbf{x})=J(\mathbf{x})+h(\mathbf{x})$ is semi-algebraic (or a KurdykaLojasiewicz function) and there exists a constant $C>0$ such that $\operatorname{dist}\left(0, \partial g\left(\mathbf{x}^{t+1}\right)\right) \leq C\left\|\mid \mathbf{x}^{t+1}-\mathbf{x}^{t}\right\|$. Similarly, following the proof of Theorem 3 in [27] with minor changes, it shows that the sequence $\left\{\left(\mathbf{z}^{t}, \mathbf{x}^{t}, \mathbf{w}^{t}\right)\right\}$ has finite length.

## 4. Numerical examples

In this section, numerical simulation results are provided to evaluate the recovery performance of the proposed method with $\ell_{p}$-norm, and to compare with $\ell_{1}$-LS [6], IRLS [13] at $p=.5$ and RSLO [15]. To guaranteed the fairness in the performance comparison, we have employed the same experimental and parameter settings of IRLS in [13], where the sensing matrix $\mathbf{A} \in \mathbb{R}^{M \times N}$ is an i.i.d Gaussian random matrix with $N=256$ and $M=100$. The nonzero entries of the sparse vector are uniformly located among all possible choices, and their values follow the standard normal distribution. In all simulation examples, the additive noise vector is zeromean white Gaussian distributed with covariance $\sigma^{2} \mathbf{I}_{M}$. The parameters of other algorithms are selected as recommended by respective authors to guarantee the fairness in the comparison. We repeat our experiments 500 times with different random matrices and sparse signals.

In practice, we cannot set $\eta \rightarrow \infty$, instead a sufficiently large value is employed. In the proximate $\ell_{0}$-norm minimization, we set $\eta=10000, \delta=0$ and $\lambda=1$, and hence the threshold of the proximate $\ell_{0}$-norm is
$x_{i}=T_{(10000,0,1)}\left(u_{i}\right)=\operatorname{sign}\left(u_{i}\right) \frac{\left|u_{i}\right|}{1+\mathrm{e}^{-10000\left(\left|u_{i}\right|-\lambda\right)}}$.
In the first experiment, we study the normalized relative error, which is defined as $\mathrm{E}\left(\left\|\hat{\mathbf{x}}-\mathbf{x}^{*}\right\|_{2} /\left\|\mathbf{x}^{*}\right\|_{2}\right)$. We test the normalized relative error performance of different algorithms versus noise variance. The sparsity $K$ is fixed at 20 and the noise standard de-


Fig. 2. Normalized relative error versus noise standard deviation.


Fig. 3. Normalized relative error versus number of iterations.


Fig. 4. Normalized relative error versus sparsity K.
viation $\sigma$ is now varied from 0 to 20 , and the result is shown in Fig. 2. It is observed that the proposed method outperforms the other algorithms and achieves the best robustness to noise.

In the second experiment, we examine the normalized relative error versus the number of iterations at $\sigma=0.5$. Fig. 3 shows that although the proposed method is inferior to the other algorithms for smaller number of iterations, it yields a better recovery performance when the number of iterations is sufficiently large.

In the third experiment, we test the normalized relative error versus the sparsity $K$, and the result is shown in Fig. 4. It seen that our proposed method outperforms other algorithms when $K \leq 30$,


Fig. 5. Normalized relative error versus number of measurements.
i.e., the strictly sparse signal satisfies $M \geq C K \ln (N / K)$, where $C$ is roughly set at $C<2$, based on the restricted isometric property.

In the fourth experiment, normalized relative error versus the number of measurements with noise standard deviation $\sigma=0.5$ is studied, where the sparsity $K$ is fixed at 20 , and the result is plotted in Fig. 5. When the number of measurements is larger


Fig. 6. Successful recovery probability versus number of measurements.
than 80 , the normalized recovery error of the proposed method is much less than those of the other algorithms. When we increase the number of measurements up to 400, the recovery error of the proposed method decreases dramatically. This phenomenon agrees with the well-known property of the sparse approximation. Thus, we test the successful recovery probability versus number of


Relative error $=8.26 \times 10^{-2}$, Time $=1.97 \times 10^{-4}$


Relative error $=8.75 \times 10^{-2}$, Time $=5.91 \times 10^{-2}$


Relative error $=8.72 \times 10^{-2}$, , ime $=7.15 \times 10^{-3}$


Fig. 7. Support recovery and runtime comparison. Blue and red denote the recovered and original signals, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 1
The average CPU runtime comparison.

| Algorithm | Proposed | L1-LS | RSL0 | IRLS |
| :--- | :--- | :--- | :--- | :--- |
| Time | 0.5058 s | 1.4988 s | 0.0062 s | 0.7448 s |

measurements in Fig. 6. If the relative error is less than $10^{-2}$, the recovery is regarded as a success. We observe that the proposed method can recover sparse signal with more measurements than RSLO and IRLS.

In the fifth experiment, comparisons based on index support recovery and runtime are studied. The sensing matrix $\mathbf{A}$ of size $60 \times 100$ is randomly generated with entries drawn from the standard Gaussian distribution. The support of $\mathbf{x}$, denoted by $\mathcal{I}$, is randomly selected from the range [1, 100]. The number of nonzero elements in $\mathbf{x}$ is 10 . The noise standard deviation is set at $\sigma=0.5$. The results are shown in Fig. 7. In the presence of noise, all algorithms correctly recover the support of original signal. In particular, since there are rather few incorrect indices associated with small amplitudes, the proposed method can provide more reliable support estimation than others. On the other hand, to compare the computational complexity of the different recovery algorithms, the average CPU runtime is used as the performance metric, although the runtime gives only a rough estimation of complexity. Our simulations are performed using MATLAB R2015b on a personal computer with 3.40 GHz Intel core i7 CPU and 4GB RAM, under a 64bit Microsoft Windows 7 operating system. In such implementations, the maximum number of iterations and the stopping criteria of different algorithms are set at the same values, i.e., 200 and $10^{-7}$, respectively. It is observed in Table 1 that the proposed method enjoys comparable runtime performance for sparse recovery, except that the RSLO is the fastest.

## 5. Conclusion

In this paper, a fast and accurate algorithm has been devised for $\ell_{1} / \ell_{0}$-norm minimization to solve general nonsmooth sparse approximation problems. To tackle the nonsmooth formulation, LCA is utilized for its approximation as a smoothed version with the help of forward Euler discretization method and then ADMM is applied as the solver. Moreover, Nesterov acceleration trick is also implemented to speed up the computing process. Numerical results show that the proposed method has the advantages of better recovery accuracy against noise and comparable runtime with several conventional approaches.
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