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ABSTRACT

Bio-inspired spiking neural networks (SNNs) are compelling
candidates for spatio-temporal information processing on
ultra-low power neuromorphic computing chips. However,
the existing SNN training methods have not fully exploited
the temporal information of spikes that plays a critical role
in sparse information representation and communication.
Hereby, we present a hybrid learning framework for deep
SNNs with one-spike temporal coding to make full utilization
of the spike timing. We first propose a novel ANN-to-SNN
conversion method based on forward propagation mecha-
nisms of ANNs and SNNs to offer a good initialization for
SNNs. The performance of the converted SNN is further
improved by training with a timing-based backpropagation
(BP) method. Experimental results demonstrate that the pro-
posed hybrid learning framework can achieve competitive
accuracies on both visual and audio recognition tasks with
significantly improved training efficiency over direct SNN
BP methods.

Index Terms— Hybrid Learning, Spiking Neural Net-
works, Temporal Coding

1. INTRODUCTION

We have witnessed the success of conventional artificial neu-
ral networks (ANNs) in many pattern classification tasks.
However, it remains a challenge to deploy ANNs in low-
resource edge computing platforms. Unlike the ANNs, the
spiking neural networks (SNNs) compute and communicate
information through discrete spikes that can significantly re-
duce energy consumption on neuromorphic hardware. While
theoretical evidences suggest that SNNs have many computa-
tional advantages over ANNs, the SNNs have yet to match the
accuracy of their ANNs counterparts in pattern classification
tasks. This is mainly due to their complex spatio-temporal
dynamics and non-differentiable spiking activation function.
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The development of efficient learning algorithms for deep
SNNs is an on-going research challenge. One successful
strategy is to convert a pre-trained ANN to SNN, namely
ANN-to-SNN conversion [1, 2, 3, 4, 5], to benefit from ef-
fective ANN training and run-time efficiency of SNN. With a
well-balanced neuronal firing threshold and weights, ANN-
to-SNN conversion methods show good performance even
on large-scale benchmarks [6]. As most of the conversion
methods are for rate-based spiking neurons, they don’t uti-
lize spike-timing information. This inevitably leads to high
energy consumption and inference latency. Temporal coding
represents an energy efficient alternative to rate-based coding.
However, there have been few studies on ANN-to-SNN con-
version for SNN with temporal coding [7]. Existing studies
are either showing low accuracy [8] or high inference la-
tency [9]. One of the particular challenges is the discrepancy
of neuronal functions and communications between analog
neurons and spiking neurons. An effective ANN-to-SNN
conversion has to compensate for such discrepancy.

Error back-propagation is the training technique for deep
network architecture. Two types of back-propagation meth-
ods have been studied that allow direct optimization of SNN
parameters. One is to compute the gradients with respect
to the change in the membrane potential, wherein surrogate
gradients are employed to overcome the discontinuity at the
spike generation. This technique involves spatial-temporal
credit assignment that requires more memory and training
time than the ANN-to-SNN conversion methods. Another
line of thought is to compute the gradients with respect to the
change in spike timing [10, 11, 12, 13, 14]. These timing-
based methods train SNNs in an event-driven manner and
are compatible with temporal coding. Therefore, they hold
a great potential for neuromorphic computing. Nevertheless,
the performance of existing spike timing-based methods is
still limited and generally confined to shallow networks on
small-scale benchmarks.

Hybrid learning is an idea to leverage both the ANN-
to-SNN conversion strategy, and the SNN-enabled back-
propagation to embrace the best of two worlds [15, 16, 17,
18, 19]. For example, the activation- and timing-based learn-
ing rule (ANTLR) [17] tries to make use of each individual
spike more effectively. However, the prior studies are yet
to take full advantage of temporal coding. The memory and
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computation efficiency, convergence issue on large-scale net-
work architectures, such as VGG and ResNet, remain the
topics of study for the training process.

In this work, we study a novel hybrid learning framework
for SNNs with temporal coding. The learning framework
takes place in two stages. At the first stage, a novel ANN-to-
SNN conversion method is proposed to bridge the disparity
between ANN and temporal-encoded SNN. Then, a state-of-
the-art SNN BP method [14] is applied to fine-tune the net-
work, so as to recover the discrepancy between the computa-
tional dynamics of ANNs and SNNs. We validate our method
on both audio and visual recognition tasks.

2. HYBRID LEARNING FRAMEWORK

Suppose {X,Y } is an input-label pair. We would like to train
a SNN to predict Y given X , i.e., Y = fs(Enc(X); θs), where
Enc(·) denotes the temporal encoding and θs are learnable
parameters of the SNN.

As shown Fig.1, the proposed hybrid learning containstwo
stages. At the first stage, we train an ANN, Y = fa(X; θa) to
classify X into Y , and the ANN employs the same network
structure with that of the SNN. We then use θa to initialize θs,
and fine-tune the SNN using a timing-based error backpropa-
gation algorithm at the second stage.

2.1. Analog neuron vs spiking neuron

The analog neuronal function, which has been used in the
ANN, can be defined as follows,

ulj =

N∑
i

ωl
ijh

l−1
i , hlj = ReLU(ulj) (1)

where l ∈ [1, 2, ..., L] denotes the layer, j ∈ [1, 2, ..., J ] de-
notes a neuron in the current layer, while i ∈ [1, 2, ..., N ]
denotes a neuron in the previous layer which connects to j or
an input index if the current layer is the first layer.

For spiking neurons in the SNN, we adopt the Rectified
Linear Postsynaptic Potential (ReL-PSP), that seeks to ad-
dress the exploding gradients and dead neurons problems aris-
ing from temporal coding [14], as the neuronal function.

V l
j (t) =

N∑
i

ωl
ijK(t− tl−1i ) (2)

tlj = F
{
t|V l

j (t) = ϑ, t ≥ 0
}

(3)

where V l
j (t) is the membrane potential of j-th neuron Ol

j in
the l-th layer at time t, ωl is the learnable weight connecting
layer l and l − 1. Ol

j fires a spike once V l
j (t) cross the firing

threshold ϑ, and the spike time is recorded as tlj . K(·) is the
PSP kernel function, which is defined as

K(t− tl−1i ) =

{
t− tl−1i if t > tl−1i

0 otherwise
(4)

2.2. ANN-to-SNN conversion

For SNN, we adopt temporal coding. As shown in Fig.1, we
first preprocess and normalize input X into I that fit within
the range ∈ [0, 1]. We further encode the normalized inputs
I with time-to-first-spike encoding. This temporal encoding
mechanism considers a sensory neuron that stimulated with
a stronger stimulus triggers an earlier input spike. This be-
haviour can be simplified and described as t0 = 1 − I , as
such the input spikes are generated within the time window
[0, 1]. After this temporal encoding layer, the information is
represented and processed in the spike domain.

To ensure a mathematical equivalence between the acti-
vation of an analog neuron and a spiking neuron in Eq.8, we
impose two constraints during the ANN training process, that
are activation constraint and weight sum constraint.

Activation constraint: to limit the activation of an analog
neuron hl into range of [0, 1] (counterpart of tl in a spiking
neuron). With theReLU function, we only need to make sure
ul ≤ 1 to keep hl within the range.

Weight sum constraint: to ensure sums of weights to
one, satisfy

∑N
i ωij = 1.

Having the two constraints satisfied and ϑ set to 1, it’s of
high probability that tli > tl−1j . We define this inequality as
full contribution property. Let’s take the first layer as an
example,

V 1
j (1) =

N∑
i

ω1
ij(1− t0i ) =

N∑
i

ωijIi = u1j < 1 = ϑ (5)

where O1
j has yet to fire a spike when t=1s. As the PSP func-

tion (Eq.4) is a monotonic increasing function, V 1
j will keep

increasing over time, and a spike is eventually fired after 1s
(> t0), i.e. t1 > t0.

Now, we can analytically infer t1 and find mathematical
relationship between u1 and t1 as Eq.7.

1 = t1j

N∑
i

ω1
ij −

N∑
i

ω1
ij(1− Ii) (6)

t1j = 2−
N∑
i

ω1
ijIi = 2− u1j (7)

Force firing: To further establish the mathematical rela-
tionship between t1 and h1, We apply a force firing process
as FF in Eq.8, which forces O1 to fire the latest by 2s. Simi-
larly and recursively, t2 will locate at the range [2, 3] and then
t3 will be in the range [3, 4], etc.
FF(t1j ) = min(t1j , 2) = 2− ReLU(u1j ) = 2− h1j (8)
The total objective function L is composed of three items,

L = Lce + λwLwsum + λaLacti (9)

where Lce is the traditional Cross-Entropy (CE) loss to draw
fa(X; θa) close to Y , λw and λa are the contributing fac-
tors for Lwsum and Lacti, which are designed to impose the
weight sum constraint and the activation constraint.
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Fig. 1. Illustration of the proposed hybrid learning framework.

Lwsum =

L∑
l

J∑
j

|
N∑
i

ωl
ij − 1| (10)

Lacti =

L∑
l

J∑
j

|ulj − u′j l| (11)

where | · | is an L1 loss and U′l ∼ N (0, 1/9) is a vector or
matrix normalized from Ul. Thus, 99.73% u′j

l are located at
[−1, 1] according to statistical property.

2.3. SNN error back-propagation

With the weight sum constraint, activation constraint, and full
contribution property, we expect that the neuronal behaviour
of a spiking neuron in SNN is similar to that of an analog neu-
ron in ANN. However, these constraints and property can’t be
prefectly satisfied during the ANN-to-SNN conversion. Even
if they are perfectly satisfied, there still exist discrepancies be-
tween analog and spiking neurons in terms of neuronal func-
tions and communications. We further employ the STDBP al-
gorithm with surrogate gradients [14] to perform error back-
propagation at the second stage, to recover the discrepancy
between ANN and SNN.

3. EXPERIMENTS

We conduct experiments on both audio and visual tasks:
(a) Image classification (b) Keyword spotting. We con-
sider STDBP learning algorithm [14] as our baseline which
achieves the state-of-the-art accuracy with temporal-coding
SNNs on MNIST [20], Fashion-MNIST [21], and Caltech101
face/motorbike datasets. The difference between our method
and the baseline is that STDBP [14] only pretrain ANN with
Lce loss to initialize the SNN model.

3.1. Image classification

In this section, we first evaluate the effectiveness of Lwsum

and Lacti in satisfying the weight sum constraint and the ac-
tivation constraint on the MNIST [20] dataset. Furthermore,
we compare the proposed hybrid learning framework to the
baseline STDBP algorithm in terms of the training speed and
recognition accuracy. We conduct experiments with two net-
work structures as follows:

1) Fully Connected Network (FCN) Here, we employ
two fully-connected layers with 800 and 10 neurons, respec-
tively (FC2: 784-800-10). We provide the distribution of
ANN hidden layer activation values on the test set in Fig.
2, where the mean and standard deviation (std) take a value
of 2.3e−3 and 0.3075 respectively, and 99.26% of the activa-
tion values are located within the range of [−1, 1]. It hence
suggests the Lacti loss term is capable of satisfying the acti-
vation constraint. Besides, we also observe that the 800 sums
of weights

∑N
i ωij for 800 hidden neurons (O1

j ) generally
fits well into the range of [0.99, 1.01] which suggests that the
Lwsum loss term takes effect.

2) Convolutional Neural Network (CNN) Here, we em-
ploy a CNN with 2 convolutional layers followed by 3 fully-
connected layers (C2F3: 28*28-16C5-P2-32C5-P2-800-128-
10), where 16C5 denotes a convolutional layer with 16 filters
and kernel size of each filter is 5×5. P2 denotes a max pool-
ing layer in ANN (min pooling in SNN) with non-overlapping
kernels that has a size of 2×2. In practice, we find that the ac-
tivation constraint and the weight sum constraint are hard to
be satisfied simultaneously on the first convolutional layer due
to the limited entries in the kernel (1×5×5). Hence, we keep
the first convolutional layer to work in the analog domain as
in the ANN, which can be absorbed into the preprocess step
that generates I as shown in Fig 1. We provide the maximum
and minimum values of sums of weights, and the percentage
of activation values that satisfying the constraint in the Table
1. It is obvious that both constraints are well satisfied for all
the layers.
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Fig. 2. The distribution of hidden layer activation values.
We compare the classification accuracy of our model to

other state-of-the-art temporal-coding SNNs in Table.2. It is
obvious that performance gaps between fs(·; θa) and fa(·; θa)
are small on both FC3 and C2F3 architectures. Notably, the
accuracy drop is only 0.2% on the C2F3 with the force firing
module. Meanwhile, our method achieves the same accuracy
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Table 1. Maximum and minimum of weight sums and pro-
portion of satisfying activation constraint of different layers.

MNIST layer 32C5 800 128 10

Maximum 1.01 1.01 1.01 1
Minimum 0.99 0.99 0.99 1
hl < 1 99.32% 99.97% 99.32% -

Cifar10 layer 128C3 128C3 256 10

Maximum 1.09 1.07 1.17 1.01
Minimum 0.92 0.93 0.82 0.98
hl < 1 99.53% 98.89% 84.75% -

Table 2. The classification accuracy of different temporal-
coding SNN algorithms on the MNIST dataset. FF: force fir-
ing. The entries in the column of ”Init acc.” indicates perfor-
mance of fs(·; θa)[fa(·; θa)]

Model Architecture Init acc. (%) Final (%)

Comsa[12] 784-340-10 - 97.9
Masquelier[22] 784-400-10 - 97.4

Mostafa[11] FC2 - 97.5
STDBP[14] FC2 - 98.5
Ours (FF) FC2 94.7 [98.3] 98.5

Ours (w/o FF) FC2 94.7 [98.3] 98.5
STDBP[14] C2F3 71.6 [99.6] 99.4
Ours (FF) C2F3 99.3 [99.5] 99.4

Ours (w/o FF) C2F3 98.3 [99.5] 99.4

as the state-of-the-art STDBP algorithm on the C2F3 archi-
tecture. Moreover, as demonstrated in Fig.3, our second stage
SNN training converges within less than 5 epochs, which is
much faster than the STDBP algorithm.

0 5 10 15 20 25
Epoch
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0.96

0.98

1
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STDBP
Ours w/o FF
Ours FF

Fig. 3. Training speed comparison
We further evaluate our method on the more challenging

Cifar10 [23] dataset with a CNN (64C3-P2-128C3-128C3-
P2-256-10). As shown in Table 1, compared to the ANN
trained on the MNIST dataset, it is more challenging to satisfy
both constraints on the Cifar10 dataset, especially when lay-
ers are close to the output. It can be explained by the higher
classification difficulty on the Cifar10, resulting in ANN to
has limited room to adjust its parameters to simultaneously
satisfying both constraints and achieving high accuracy. Nev-
ertheless, the constraints only slightly deviate from expecta-

Table 3. The classification accuracy of different temporal-
coding SNN algorithms on the Cifar10 dataset. For fair com-
parison, we use the same network architecture across all the
experiments. FF: force firing.

Model Method Init. acc. (%) Final (%)

Sengupta et al.[2] conversion - 76.8
Deng et al.[24] SNN BP - 74.2

STDBP[14] SNN BP 11.8 [86.1] 45.9
Ours (FF) Hybrid 81.3 [85.6] 81.6

Ours (w/o FF) Hybrid 76.3 [85.6] 77.2

Table 4. Comparison on the keyword spotting task. FF: force
firing

Model Coding Init. acc. (%) Final(%)

Yilmaz et al.[26] Rate - 75.2
NLIF[27] Rate - 87.9

STDBP[14] Temporal 57.7 [88.2] 75.9
Ours (FF) Temporal 84.3 [91.0] 88.5

Ours (w/o FF) Temporal 83.4 [91.0] 87.6

tions. As shown in Table. 3, the gap between fs(·; θa) and
fa(·; θa) is small (accuracy drop by less than 5% with force
firing), suggesting the impact of such deviation is limited.
Moreover, our method outperforms other methods even with-
out performing the fine-tuning with SNN BP, especially im-
proved by 35.7% over the STDBP algorithm [14]. This can
be largely credit to the proposed conversion method.

3.2. Keyword spotting

To further validate the applicability of the proposed hybrid
learning framework to other data modality, we performed
a keyword spotting task on the Google Speech Command
dataset [25]. Following the same experimental set-up and net-
work architecture in [26], we classify the input audio samples
into 12 classes. As shown in Table 4, the proposed hybrid
learning framework outperforms the STDBP algorithm by
12.6%, which validates the idea of applying ANN-to-SNN
conversion as the first stage. Moreover, the proposed learning
framework also outperform other two rate-based baselines by
at least 0.6%.

4. CONCLUSION

We have proposed a hybrid learning framework for SNN with
temporal coding. Experiments show that the proposed learn-
ing framework is effective in audio and visual classification
tasks. Moreover, the SNN BP method can quickly recover the
accuracy drop with less than 5 training epochs. Notably, in
many cases, the performance after network conversion is al-
ready very competitive without further fine-tuning. The learn-
ing framework opens up opportunities for actual implementa-
tion of spiking neural network on neuromorphic chips.
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