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Joint-Scnn: Joint Spiking Convolution Network for
Direction of Arrival Estimation

Zhixuan Zhang ", Qi Liu

Abstract—Direction of arrival (DOA) refers to finding direction
information of propagating waves from the received antennas
equipped with several sensors. Recently, we have witnessed an
enrichment of source data prompting us to design more robust
DOA estimator, where artificial neural network (ANN)-based DOA
estimators have shown their superior performance as compared
to the traditional subspace-based DOA estimation methods. How-
ever, these data-driven DOA estimation methods tend to rely on
parameters that are computationally intensive for efficient pro-
cessing/running with the limitation of hardware resources. Thus,
we propose an event-driven spiking neural network (SNN) model,
namely, Joint-Scnn, for DOA in the presence of various imper-
fections, which consists of ANN-based and SNN-based modules
with weights sharing. The former not only contributes to assist
sparse SNN-based module to learn latent information, but also
enhances its robustness via self-learning. The superior estimation
performance and lower power consumption have been verified
via experimental results. The success of Joint-Scnn is partially
attributed to the teacher-student tandem learning scheme.

Index Terms—Direction of arrival, spiking neural network,
tandem learning, transfer learning.

I. INTRODUCTION

IRECTION of arrival (DOA) estimation, as one of the
D central problems in radar localization and tracking appli-
cation, has attracted a lot of research interests over the past
decades. The DOA estimators are commonly used in signal
processing for determining DOA of a signal at a receiver array,
which can be classified into conventional optimal algorithms and
popular deep learning (DL)-based methods.

In the past few decades, traditional DOA algorithms have
been proposed and widely used in various radar communication
fields, including MUSIC [1], ESPRIT [2], Root-MUSIC [3],
MVDR [4], ML [5]. The MUSIC algorithm [1] is one of the most
popular DOA estimation methods, which used the eigenvalue
decomposition of the covariance matrix to estimate the DOAs
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of the sources. [2] proposed a high-resolution DOA estimation
method called ESPRIT, utilizing the rotational invariance prop-
erty of uniform linear arrays to estimate the DOAs of the sources.
In [3], a variant of the MUSIC algorithm called Root-MUSIC,
was designed that estimated the DOASs of the sources by finding
the roots of a polynomial function derived from the covariance
matrix. Then, by minimizing the variance of the beamformer’s
output power under distortionless response constraints, the DOA
of a source was estimated using the MVDR algorithm in [4]. ML
algorithm [5] estimated DOAs of the sources by maximizing the
likelihood function of the received signals.

With the rise of artificial neural networks (ANNSs) and the
increase of the radar sensor data, researchers turn their insights
into neural networks to solve these kinds of massive computing
problems [6], [7], [8], [9], [10], [11], [12], [13], [14], [15],
[16]. In [6], an encoder-decoder framework was proposed to
address the DOA estimation problem, composed of a multi-task
autoencoder to decompose the input into multiple components in
different spatial sub-regions and a series of parallel multilayer
classifiers. In [7], a deep convolution network (DCN) that
learned the inverse transformation, was introduced, where the
columns of the array covariance matrix were formulated as
under-sampled linear measurements of the spatial spectrum,
corrupted by noise. Reference [8] applied a CNN-based method
for the DOA estimation, and estimated the DOAs by discretizing
the spatial domain into grids. In [9], a synthetic dataset for
angle classification was shown under the presence of additive
noise, propagation attenuation, and delay. [10] proposed an
offline and an online DNN approaches for the DOA estimation
in the massive multiple-input multiple-output system. In [11],
multiple CNNs were designed to extract features from the
MUSIC spectrum of the received signal.

Nevertheless, with the development of wider and deeper neu-
ral networks, ANN-based DOA estimators comes at the cost of
computational complexity, which renders to develop robust and
lightweight DOA estimation method. Motivated by the SNNs
as the third generation of neural networks, with the properties
of sparse firing and spike-based information transmission, we
propose to estimate DOAs under the framework of SNNs.
SNNs typically can be categoried into three folds: 1) due to
the discreteness of spikes and the intrinsic non-differentiability
of spike firing function impeding the direct applicability of
the traditional back-propagation (BP), surrogate-based BP al-
gorithm thus can be derived by replacing the spiking func-
tion with differential functions or adding some limitation or
clipping to the BP process [17], [18], [19], [20]. 2) Based on
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spike-timing-dependent-plasticity (STDP) algorithm, SNN
models learn each module separately [21], [22], [23], [24], [25].
3) Different from the above SNN algorithms, the ANN-to-SNN
algorithms assume that SNNs have equal efficiency as the
counterpart ANNs [26], [27], [28]. Our proposal belongs to the
latter.

Recently, a novel ANN-to-SNN algorithm [29] has been
proposed, called spiking tandem learning. Different from other
ANN-to-SNN algorithms, each layer of this framework is com-
posed of an ANN-based module and a weight-sharing spike-
based module with the similar structure. The spike module as
a student is utilized to obtain the exact neural representation,
while the ANN-based module as a teacher is devised to estimate
the surrogate gradients on the spike-train level and helps the
spike-based module to learn, resulting in the lower latency and
almost comparable performance to the counterpart ANN. How-
ever, there are few drawbacks on the spiking tandem learning
algorithm: 1) Due to the character of weight sharing, the error
of the ANN-based module will increase when error exists in the
spike module. To other word, “a bad student will affect on a
worse teacher to some extent”. 2) In the original framework, the
ANN-based module aims to deal with the non-differentiability
problem of spike function, and ignores its self-learning to en-
hance the whole performance.

To address these problems, we propose the Joint-Scnn method
for DOA estimation task. Our work makes the notable contribu-
tions as follows:

¢ To the best of our knowledge, it is the first time to suc-

cessfully apply the SNN model for DOA in the presence
of various imperfections.

® A novel spiking tandem learning framework is proposed,

named Joint-Scnn, to increase the whole performance via
ANN self-learning.

e The proposed Joint-Scnn method enjoys better DOA esti-

mation accuracy as well as lower power consumption.

The remainder of the paper is organized as follows. In
Section II, DOA estimation with imperfections is modeled. The
proposed method is introduced in Section III. In Section IV,
simulation results show that our method outperforms the bench-
marks. Finally, conclusions are drawn in Section V.

II. PROBLEM STATEMENT

Assume that K narrowband far-field signals s(¢) impinge onto
a linear array of M omnidirectional sensors, whose locations
md are described by an integer set D = {Dy, D,,..., Dy},
m € D and d = /2 denotes the half wavelength. The incident
directions of signals are represented by {9k}§: 1- In the presence
of additive Gaussian noise n(t) € C*!, the output of received
array at time instant ¢ is modeled as below:

y(t) = A@®)s(t) +n(t), t =1,...,N (1)

where A(0) = [a;(0),a2(0),...,ax(0)] € CM*E with the
steering  vector a(fy) = [e'P1,evP2, ... e'Pu )T wp =
—j2mdsin(0)/A  and  s(t) = [s1(t),s2(t),...,sx(t)]T €
CHE>! N is the number of snapshots. Assuming that the
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Gaussian noise is distributed with a mean of zero and a certain
variance o2, and all signals are uncorrelated with the noise.

In practice, various imperfections exist in sensor arrays for
real-world radar applications to directly affect ax (6) with devi-
ations [6], such as mutual coupling, sensor position errors, gain
and phase inconsistencies, etc. With the effect of imperfections,
the array output vector is re-written as:

y(t) = A0, ¢)s(t) + (D). )

As for the diversity of array imperfections, it becomes challeng-
ing for traditional optimization methods to completely figure
out these problems together because the resulting optimization
approaches are generally designed based on one specific imper-
fection. The covariance matrix of the output vector array y(¢)
can be expressed as:

R =E{y(t)y" (1)} = AR,A" + 0’1y, ?3)

where Ry = F{s(t)s ()} = diag{o?,03,...,0%}.

As for the massive amount of learnable parameters, deep ANN
is endowed with better capability in fitting training data than
conventional DOA estimators. Similar to [6], following the rules
of RBF [30] and SVR [31] -based methods, we build the off-
diagonal upper right matrix elements R.,,- as the input vector to
feed ANN:

R.,.=[Ri2Ris,...,Rim,Ros, ..., Rov, o, Ry 1, 0]

r = [Real{RL}, Image{Ru}7]" /| Runll2 4)

where Real{-} and Image{-} denote the real and imaginary
components of the complex-valued matrix, respectively. This
is also commonly used by all ANN-based DOA estimation
approaches, which is due to the existence of abundant feature
information in the covariance matrix. The motivation behind (4)
is that bottom left and upper right parts of the covariance matrix
are conjugate, and there exists unknown noise variance laying
on its diagonal elements.

III. METHODOLOGY

In this section, we introduce the proposed model framework
and learning algorithm in detail, respectively.

A. Model Framework

From the viewpoint of energy consumption, we apply the
spike-based computational method to devise a spiking deep con-
volutional neural network model for the task of DOA estimation.
As shown in Fig. 1, the proposed model is composed of an
encode layer, three spiking blocks, and a decoder layer. Details
of the proposed model are described below.

1) Neuron Models: In our proposed neural network model,
there exists two neurons: the ReL.U neuron and the integrate-and-
fire (IF) neuron. ReLLU neurons are frequently built in ANNS,
which directly clip the activation below zero. As a category of
spike neurons, IF neurons are inspired by the spike-based infor-
mation transmission in real biological neurons, used in SNN.
The synaptic transmission from presynaptic to postsynaptic neu-
rons occurs through the positive correlation between the firing
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Fig. 1. Architectures of the proposed neural networks. For each Spiking layer, the ANN-based module and the spike-based module share the weights. It is worth

noting that the ANN-based module is not needed for the inference and 50 time steps is totally required to SNN learning for each frame.

time of presynaptic spikes and their corresponding membrane
potentials. In a simulation time window N, the incoming spikes
to neuron j at layer [ are integrated into subthreshold membrane
potential le per time step t. Therefore, the membrane potential
of neuron j at layer [ is modeled as [24], [28]:

V) =V}t = 1]+ RILt] — 0S[t — 1] 6))

in which I'[t] = Y7, w!7' S [t]+b} and SL[t] = ©(V/[t] )

with the indicator function

1,ifx >0
() = {0, otherwise. ©)

The synaptic weight wé;l contributes to connecting presynaptic
neuron ¢ from layer [ — 1 and bé» is a constant injecting current.
Additionally, S ; [t — 1] denotes the instance of a spike generated
by the afferent neuron i at time ¢, and I}[t] is the resulting
synaptic current from incoming spike sequences. At the arrival
time ¢, the membrane potential le (t) surpasses the pre-specified
threshold ¥ (typically ¥ = 1), triggering the generation of an
action potential, commonly referred to as a spike. That is:

avi()
29, dt
After firing, the le (t) resets to the rest potential V}..s; while
staying at the refractory period for a duration of time. The
synaptic weight, also known as the conductance of a synapse,
varies based on the activities of the presynaptic and postsynaptic
neurons. The ability of the neuron to learn is credited to synaptic

> 0. 7)

plasticity, which is influenced by these activities. Moreover, the
encoding methods can be divided into spike-rate-based related
to spike counts in a time interval, and spike-time-based encod-
ing related to every detail spike time. We introduce our used
encoding method in the next subsection.

2) Encoder Layer & Decoder Layer: The encoder layer and
decoder layer represent the input module and the output module
in our proposed model. The time-dependent input currents are
considered as the real-valued inputs and are directly applied in
(5) atevery time step. This neural encoding approach overcomes
the sampling error of the rate code, thereby facilitating accurate
and prompt inference, as demonstrated in previous studies [17],
[32]. As shown in Fig. 1, the spiking layer receives spike trains
and spike counts as input.

In order to enable pattern classification, the SNN back-end
needs to decode the output spike trains into pattern classes.
Decoding can be achieved from the SNN output layer using
either discrete spike counts or continuous free aggregate mem-
brane potentials (without spiking). The use of free aggregate
membrane potentials results in a smoother learning curve as it
enables the derivation of continuous error gradients at the output
layer [29]. Thus, we take a 1D-convolution layer as the decoder
layer in our proposed model.

3) Spiking Block: The design for the spiking block is in-
spired by the superiority of supplying additional information
via skip-layer connections derived from the residual structure
of ResNet. The spiking block mainly consists of three spiking
layers, namely Conv1, Conv2, and Conv3. Every spiking layer is
composed of a real-valued convolution module and spike-based
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Fig. 2.

convolution module with the sharing parameters (e.g. convolu-
tion kernel), in which the real-valued convolution module works
on completing the parameter training and spike-based convolu-
tion module is responsible for the inference phase (testing or
validating). Conv1 connects Conv2 with the same convolution
kernel, while connecting Conv3 with a 1x1 convolution kernel,
as shown in Fig. 1. Given the input channel in_ch and output
channel out_ch, the input channel of Conv2 and the output
channel of Conv1 and Conv3 are set as out_ch /2.

B. Joint Spiking Tandem Learning

As shown in Fig. 2(a), ANN-based module plays the part
of teacher to supervise SNN-based counterpart to learn on the
assumption that the spike counts from SNN-based module can be
approximated by the real values from ANN-based module. How-
ever, there exists approximation loss to result in performance
degradation especially in the noisy circumstance. Moreover, it
performs not so good to generalize to unseen data drawn from
the same distribution. To address that, as shown in Fig. 2(b), a
learning pathway is designed to independently pass over every
ANN layers via real-valued data . This is motivated by the
multi-task learning mechanism [33] to enhance the robustness.
The main task is to train spike-based module by sharing weights
from ANN-based module, while the related task is to train the
ANN-based module itself.

For DOA estimation problem, our goal is to minimize the
mean squared error (MSE) between actual and estimated out-
puts. Given data x, z,, ..., xny with labels yi,vs, ..., ynN, the
model outputs are denoted as v, 4>, - - ., Y. Then loss function
L sk can be formulated as:

N
X 1 .
Lyse(9,y) = 3 Z 19 — will® ®)

i=1

—* ANN-based Module

— " ANN-based Module
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(a) Original tandem learning in SNN vs (b) our proposed joint tandem learning in SNN.

As mentioned above, to achieve the multi-task learning, the
joint loss function £ ;oin. is applied, where ¢/ and .., represent
the outputs of main task (along the pathway of s’ and c')
and related task (along the pathway of z?), respectively. The
hyperparameter « is equal to 0.9:

£main = ‘CMSE (?jca y) (9)
Lyctated = LrsE (YY) (10)
»Cjoint - aﬁmain + (1 - a)ﬁrelated (11)

As for the highly discrete and non-differentiable nature of
SNNs in spike generation, the error BP method cannot be directly
applicable to the training process. To that end, we apply the
ANN-to-SNN conversion learning rule, namely, weight updat-
ing between ANN and SNN, by spike count approximation.
Next, we compute the spike count from neuron ¢ at layer [ as:

Ny
=St
t=1

To build the relationship between ANN’s activation functions
and SNN’s spike counts, they are connected via shared weights.
This is mathematically modeled by

12)

U

At=p|—r

(13)

in which the aggregated action potential of neuron j in layer [
is written as V} = 7, wl; 'l + 0L N, 9, p and At denote the
firing threshold, the non-linear transformation of ReL.U, and the
time step, respectively. Hence, the approximated spike count aé-
is obtained as:

Ny

1 1
bR go () o
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Algorithm 1: Joint Spiking Tandem Learning.

Input: Spectrum proxy 7; DOA label L; Total epoch
E; Jonit-Scnn F={Encoder layer F,,, spiking blocks
F,,(i=1,2,3), Decoder layer F,.} with parameter O;
Learning rate 7; Hyperparameter «.

Output: Model parameters 5.

for e < 1 to E do
for i < 1 to len(n) do
// Extract training data
z < i), y < L[]
// In encoder layer
50, 2, 2% <« Fen(2) (as in Eq. 5)
// In spiking blocks
for / < 1 to 3 do
‘ SE, CZ, l.é - Fs[(Séil, CZ*I, .Z.Zfl)
end
// In decoder layer
U, Ye < Fde(Sg’ 037 -773)
// Construct loss functions
Lonain < £q.9 with input of 4. and y
Loelated < Fq.10 with input of ¢ and y
Ejoint < aLpain + (1 - a)ﬁrelated (as in Eq. 11)
// Update parameters of Joint-Scnn
QF(_OF'WVQF'Cjoint
Op<0Or

o N R W N -

L e < =
N B W N =D

—_
=)

end
end

Thus, alj can be effectively determined by the ReL.U activation
function in the ANN-based module via inputting the spike
count cﬁ’l and injecting the current aggregated constant ngt
as the bias term. By simplifying the spike generation process, it
becomes feasible to estimate the error gradients at the spike-train
level from those ANN-based modules [29] according to the
tandem learning rule with firing rate instead of spike timings.

The overall process of Joint Spiking Tandem Learning is
shown in Algorithm 1. In a training epoch, spectrum proxy n
as input to Joint-Scnn F is first encoded into spike trains s° and
spike counts ¢ at encoder layer of F obeyed by (5). It notes
that the original 7 is also copied as the one of the output of
encoder layer, namely 29, to pass the ANN-based module of the
first spiking block. Then the resulting three spiking blocks all
receive the spike trains gL spike counts =1 and real-value
output 2~ ! from the previous blocks and output the new spike
trains s¢, spike counts ¢! and real-value output 2%, Besides, the
decoder layer processes the spike counts and real-value output
from the last spiking block and outputs the DOA predictions /.,
1 of spike-based modules and ANN-based modules. Finally, we
construct the loss function using (11) and update parameters of
Joint-Scnn by SGD.

IV. EXPERIMENTAL RESULTS

In this section, we carry out simulations to demonstrate the
predominance of our proposed model over other benchmarks.
The simulations are implemented on PyTorch [34] framework,
in which ANN-based models can be easily constructed and

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 73, NO. 11, NOVEMBER 2024

gradient computation in the training phase can be automatically
finished by its embedding tools. For a fair comparison, we
choose methods in [6] and [7] as benchmarks since their back-
grounds are similar to ours. We first describe the experimental
setting.

A. Experimental Settings

The experimental setup employs an 8-element uniform linear
array (ULA) with half-wavelength inter-element spacing, in
which all simulation parameters are consistent with that de-
scribed in [7]. It should be noted that the numbers of training and
test samples are 15840 and 3960 respectively. Additionally, we
set the dense of DOA grids A¢ as 1. The experiment platform
is a PC with one Intel i7-6700HQ CPU.

In the simulations, the architecture of DNN-DOA [6] is 56-
28-56x6-(37-24-20)x 6, and that of DCN-DOA [7] is 2x 120-
12C25-6C15-3C5-1C3. As illustrated in Fig. 1, our proposed
model is composed of 3 spiking blocks, an encoder layer, and
a decoder layer. Moreover, the encoder is just a no-parameter
transformation method. In spiking blockl, channels of input
and output are set as 2 and 32, respectively, with the kernel
size 31 and padding length 15. For capturing more complex and
higher-dimension features, the output channel of spiking block2
increases to 96. At the same time, to obtain the finer-grained
knowledge, the kernel size of spiking conv2 is reduced to 25,
corresponding to a padding length 12. Then, we set the output
channel of spiking block3 as 32, with kernel size 15 and padding
length 7. Finally, the decoder layer consists of an ordinary
1D-convolution, whose output channel is 1 and kernel size is
1x1. The learning rate used for our proposed model is set as
0.001, and we adopt the Adam [35] as our model optimizer.

B. MSE Recovery During Training and Validation

To evaluate the superiority of the proposed method, the convo-
lution networks in Fig. 1(a), (b), (c), and (d) of [7] and the model
in [6] are compared. They are shorted as DCN-DoA, DCN-tanh,
DNN-relu and DNN-DoA, respectively, and Scnn using original
spiking tandem learning.

Fig. 3 displays the training/testing MSE lversus the number
of epochs of the proposed method. From Fig. 3, we can see that
all approaches converge less than 50 epochs and ours converges
faster than other benchmarks.

C. Spatial Spectra and DOA Estimation

We compare our proposal with the model in Fig. 1(a) of [7]
and the model in [6], namely DCN-DoA and DNN-DoA, re-
spectively, to evaluate the performance of spatial spectra recon-
struction and DOA estimation.

1) Spatial Spectra Reconstruction Estimation: Four groups
of two 0 dB narrowband signals are simulated in the far field
and made to impinge on the array from two different directions
(off the presumed grid). The four groups of signal angles are
[-0.9°,1.0°], [—2.9°,3.0°], [-4.9°,5.0°], and [—8.9°,9.0°].
Besides, we also test over three and four signals, which
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Fig. 3. (a) Training and (b) testing MSE of all networks.

are [—35.9°,—0.9°,24.0°] and [—24.9°, —4.9°,20.0°,45.0°] re-
spectively. The reconstructed spectra are averaged by 10 trials,
where the true signal locations are indicated by the red squares.
The result of this experiment is illustrated in Fig. 4.

In Fig. 4, we can see that both Joint-Scnn, Scnn, and DCN-
DoA achieve accurate DOA estimation at true directions, while
DNN-DoA deteriorates DOA estimation results with many
pseudo peaks, especially when two signals are approaching.
Moreover, when the two signals get closer, our proposed Joint-
Scnn model still remains better recovery results than others with
sharp peaks.

2) DOA Estimation: We further evaluate the effectiveness of
the proposed model for DOA estimation via real-time DOA
estimates and corresponding errors. The DOA settings are set
as {5.5°,13.5°,20.67°,50°,60°,70°}.

As shown in Fig. 5, it is easy to find that Joint-Scnn, Scnn, and
DCN-DoA achieve a better performance than DNN-DoA with
low estimation error. In addition, we observe that the proposed
Joint Scnn outperforms benchmarks with all estimation errors
lower than 2°.

D. RMSE Evaluation Performance

In this subsection, the average root-mean-square error
(RMSE) of all incident signals is leveraged to evaluate the
statistical performance of our proposed model, Scnn, DCN-DoA
and DNN-DoA. The RMSE is defined as follows:

H
1 A
= _E: h_ g2
RMSE = K 2 116 o0 (15)
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Fig. 4. Results of reconstructed spatial spectra with two signals. First row:

—0.9°and 1.0°. Second row: —2.9° and 3.0°. Third row: —4.9° and 5.0°. Fourth
row: —8.9° and 9.0°. Fifth row: —35.9°, —0.9° and 24.0°. Sixth row: —24.9°,
—4.9°,20.0° and 45.0°. (a)(e)(i)(m)(q)(u): Joint-Scnn. (b)(H)(§)(n)(r)(v): Scnn.
(c)(g)(k)(0)(s)(w): Methods from [7]. (d)(h)(1)(p)(t)(x): Methods from [6].

where " is the DOA estimate at the Ath trial, 0 is the ground
truth, H is the number of Monte Carlo trials and K is the number
of signals. We compare the RMSEs of the proposed Joint-Scnn
with those Scnn, DCN-DoA, and DNN-DoA in terms of SNR
and angle separation.

1) RMSE vs SNR: Two signals located at —10.5° and 4.5°
and SNR within [-15 dB, 15dB] are considered, and 1000 inde-
pendent simulations are carried out at each SNR. As illustrated
in Fig. 6(a), ours almost has the lowest RMSE on par with
DCN-DoA and Scnn.

2) RMSE vs Angle Separation: Assume that two signals
with SNR = 0 dB and angle separations within [2°,15°] are
considered. For each angle separation A¢, the signal directions
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Fig.5. Results of DOA estimates and corresponding estimation errors. (a)(b):

Joint-Scnn. (c)(d): Scnn. (e)(f): Methods from [7]. (g)(h): Methods from [6].

are 0° + § and § + A¢, respectively. § is a random variable
uniformly distributed in (0°, 0.2°). Fig. 6(b) shows that our pro-
posed model remains the lowest RMSE with the angle separation
increasing.

E. Power Consumption Verification

As known, SNNs can represent the learned information via
sparse spikes. Thus, we further illustrate the efficiency of the
proposed method with the energy calculation and the heatmaps
of three spike blocks’ outputs, respectively.
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Fig. 6. Statistic Performance. (a) RMSE vs SNR. (b) RMSE vs Angle Sepa-
rations.

1) Energy Calculation: The computational cost of this study
relies on the total number of Floating-Point Operations (FLOPs),
which is analogous to the number of matrix-vector multiplica-
tion operations and exhibits a proportional relationship. Note
that we focus on the energy calculation of the SNN model in
test phase, where every ANN-based module does not work. For
per layer [;, the FLOPs of ANN-based module can be described
by [36],

FLOPsANN_ Modute(li)

_ [E*xO*x Cip % Cout, if I; denotes the convolutional layer,
" Cin X Couy, if I; denotes the linear layer

(16)

where k and O correspond to the sizes of kernel function and
output feature map, respectively. Besides, C;,, and C,,,; repre-
sent the channel numbers of the input and output, respectively.
To compute the FLOPs of spike-based module per spiking layer,
the spiking rate R, ((;) per spiking layer /; since SNN consumes
energy only when firing spikes, can be defined as:

Ru(ly) = #spikes per layer [; over all time steps

17
##neurons per layer [; a7
i.e., the average firing rate per neuron. Therefore, FLOPs for
spike-based module per spiking layer is:

FLOPSSpike_MOdule(li) = FLOPSANN_Module (lz) X Rs (lz)

(18)
Thus, over all layers, the total inference energy consumption for
ANN-based module (EAnN_Module) and spike-based module
(ESpike_Module) are calculated as:

EANN Modute = »_ FLOPSANN odute(li) X Exiac
l;
19

ES’pik:e?Module - ZFLOPSSpikefModule(li) X EAC’ (20)
li

where F' 4, Fyr ac are obtained from a standard 45 nm Comple-
mentary Metal-Oxide—Semiconductor (CMOS) process, viz.,
FEyac =4.6pJ and E o = 0.9pJ for 32 b FP [37].

Note that, as shown in Table 1, both DNN-DOA and DCN-
DOA using simple network architecture perform inferior to ours,
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®

Heatmap of output spike in every spiking block (Scnn vs. Joint-Scnn). (a) Spiking block1 in Scnn. (b) Spiking block1 in Joint-Scnn. (c) Spiking block2

in Scnn. (d) Spiking block2 in Joint-Scnn. (e) Spiking block3 in Scnn. (f) Spiking block3 in Joint-Scnn.

TABLE 1
ENERGY COMPARISON

Model Type Energy(pJ)
DNN-DoA  real-value-based 0.025E+07
DCN-DoA  real-value-based 0.098E+07
Cnn* real-value-based 7.45E+07
Scnn spike-based 2.55E+07
Joint-Scnn  spike-based 1.45E+07

though they have less energy consumption. For fair comparison,
we compare with Cnn, Scnn under the same network architec-
ture, and we can see that the proposed Joint-Scnn outperforms
them in terms of energy consumption. It is observed that, the
energy consumption of Scnn drops by over 65% compared to
that of Cnn*. Furthermore, our proposed Joint-Scnn achieves
over 81% energy saving as compared to Cnn*.

2) Heatmap Comparison: As well known, the sparsity or
firing counts of spike can directly reflect the activation of neurons
within a module. Theoretically, it is expected that the effective
neural networks activate as small and sparse part of neurons
as possible in inference phase, which indicates the low energy
consumption. To this end, the energy consumed by our Joint-
Scnn can be presented by the spike firing heatmap at the output
layer of its three spike blocks. To better visually display, we
use the spike-based visual tool [38] to compute and present the
heatmap. The results of heatmaps are illustrated in Fig. 7. For

each heatmap, its width equals 120 representing the length of
the 1D output features in every spiking block, and its height is
50 representing the length of the time window. In a heatmap,
the color depth of a position denotes the activation of the feature
at a specific time. When the color turns more yellow, it means
that the activation of neurons at this feature position is higher
over the specific time step. It should be noted that the number
of yellow or green positions of a feature in the time dimension
is equal to the spike count of this feature over the whole time
window.

It can be observed that the spike counts of neurons in our Joint-
Scnn mainly locate within the smaller time window [1,10], less
than that of Scnn. It indicates that our proposed model mainly
requires only 10 time steps to represent features in every spiking
block via binary spikes (0 or 1) instead of real-value values.
Besides, from the dimension of feature length, the number of
activated neurons in our Joint-Scnn is obviously much less than
Scnn. Especially on the output of the first and second block, our
Joint-Scnn just activates less than half the neurons. In contrast,
almost all of neurons in Scnn are in active state.

Inherently, at the begining, the neurons on spike-based mod-
ule only enjoy simple addition operation until the accumu-
lated values bypass the threshold, which can be seen from the
computation of R,(l) in (17). Further, the sparse fired spikes
(demonstrated in Fig. 7), as tensors composed of 0 or 1 binary
values, reduce the addition operation by a large margin. Finally,
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our proposed approximation of spike train by real-value spike
count in the whole training process successfully reduces the
high cost as the traditional SNNs. That is also the reason why the
proposed method enjoys lower energy consumption as compared
to Scnn.

V. CONCLUSION

Consider the limitations of the data-driven ANN-based ap-
proaches for the DOA estimation task, we propose an event-
driven spiking neural network (SNN) model via ANN-SNN
weight sharing scheme. Herein, a novel spiking tandem learn-
ing framework is proposed, named Joint-Scnn, to increase the
whole performance via ANN self-learning. Finally, extensive
experiments demonstrate the efficiency of our proposed model
over other approaches in terms of estimation performance and
energy consumption.

ACKNOWLEDGMENT

The authors would like to thank the authors of [7] for sharing
their codes online, which helps us to compare more conveniently.

REFERENCES

[1] R. Schmidt, “Multiple emitter location and signal parameter estimation,”
IEEE Trans. Antennas Propag., vol. 34, no. 3, pp. 276-280, Mar. 1986.

[2] R. Roy and T. Kailath, “ESPRIT-estimation of signal parameters via
rotational invariance techniques,” IEEE Trans. Acoust., Speech, Signal
Process., vol. 37, no. 7, pp. 984-995, Jul. 1989.

[3] S.G. Mallat and Z. Zhang, “Matching pursuits with time-frequency dic-
tionaries,” IEEE Trans. Signal Process., vol. 41, no. 12, pp. 3397-3415,
Dec. 1993.

[4] J. Capon, “High-resolution frequency-wavenumber spectrum analysis,”
Proc. IEEE, vol. 57, no. 8, pp. 1408-1418, Aug. 1969.

[5] H.L. Van Trees, Optimum Array Processing: Part 1V of Detection, Esti-
mation, and Modulation Theory. New York, NY, USA: Wiley, 2002.

[6] Z.-M. Liu, C. Zhang, and P. S. Yu, “Direction-of-arrival estimation based
on deep neural networks with robustness to array imperfections,” IEEE
Trans. Antennas Propag., vol. 66, no. 12, pp. 7315-7327, Dec. 2018.

[71 L. Wu, Z.-M. Liu, and Z.-T. Huang, “Deep convolution network for
direction of arrival estimation with sparse prior,” IEEE Signal Process.
Lett., vol. 26, pp. 1688-1692, Nov. 2019.

[8] G.K.Papageorgiouand M. Sellathurai, and Y.C. Eldar, “Deep networks for
direction-of-arrival estimation in low SNR,” IEEE Trans. Signal Process.,
vol. 69, pp. 3714-3729, 2021.

[9] R. Akter, V.S. Doan, T. Huynh-The, and D.S. Kim, “RFDOA-Net: An
efficient ConvNet for RF-Based DOA estimation in UAV surveillance
systems,” IEEE Trans. Veh. Technol., vol. 70, no. 11, pp. 12209-12214,
Nov. 2021.

[10] H. Huang, J. Yang, H. Huang, Y. Song, and G. Gui, “Deep learning for
super-resolution channel estimation and DOA estimation based massive
MIMO system,” IEEE Trans. Veh. Technol., vol. 67, no. 9, pp. 8549-8560,
Sep. 2018.

[11] A. M. Elbir, “DeepMUSIC: Multiple signal classification via deep learn-
ing,” IEEE Sensors Lett., vol. 4, no. 4, Apr. 2020, Art. no. 7001004.

[12] H. Huang, Q. Liu, H. C. So, and A. M. Zoubir, “Low-rank and row-sparse
decomposition for joint DOA estimation and distorted sensor detection,”
IEEE Trans. Aerosp. Electron. Syst., vol. 59, no. 4, pp. 47634773,
Aug. 2023.

[13] Q. Liu, Y. Gu, and H. C. So, “DOA estimation in impulsive noise
via low-rank matrix approximation and weakly convex optimization,”
IEEE Trans. Aerosp. Electron. Syst., vol. 55, no. 6, pp.3603-3616,
Dec. 2019.

[14] Y. Ma, Y. Zeng, and S. Sun, “A deep learning based super resolution
doa estimator with single snapshot MIMO radar data,” IEEE Trans. Veh.
Technol., vol. 71, no. 4, pp. 41424155, Apr. 2022.

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 73, NO. 11, NOVEMBER 2024

[15] S. Xu, A. Brighente, B. Chen, M. Conti, X. Cheng, and D. Zhu, “Deep
neural networks for direction of arrival estimation of multiple targets with
sparse prior for line-of-sight scenarios,” IEEE Trans. Veh. Technol., vol. 72,
no. 4, pp. 4683-4696, Apr. 2023.

[16] R. Akter, V.-S. Doan, T. Huynh-The, and D.-S. Kim, “RFDOA-Net:
An efficient convnet for RF-based doa estimation in UAV surveillance
systems,” IEEE Trans. Veh. Technol., vol. 70, no. 11, pp. 12209-12214,
Nov. 2021.

[17] Y. Wu, L. Deng, G. Li, J. Zhu, Y. Xie, and L. Shi, “Direct training for
spiking neural networks: Faster, larger, better,” in Proc. AAAI Conf. Artif.
Intell., 2019, pp. 1311-1318.

[18] Y. Cao, Y. Chen, and D. Khosla, “Spiking deep convolutional neural
networks for energy-efficient object recognition,” Int. J. Comput. Vis.,
vol. 113, no. 5, pp. 5466, 2015.

[19] S.B. Shrestha and G. Orchard, “SLAYER: Spike layer error reassignment
in time,” in Proc. Adv. Neural Inf. Process. Syst., 2018, pp. 1412-1421.

[20] R.Xiao, Q. Yu, R. Yan, and H. Tang, “Fast and accurate classification with
a multi-spike learning algorithm for spiking neurons,” in Proc. 28th Int.
Joint Conf. Artif. Intell., 2019, pp. 1445-1451.

[21] S. R. Kheradpisheh, M. Ganjtabesh, S. J. Thorpe, and T. Masquelier,
“STDP-based spiking deep convolutional neural networks for object
recognition,” Neural Netw., vol. 99, no. 5, pp. 56-67, 2018.

[22] M. Mozafari, M. Ganjtabesh, A. Nowzari-Dalini, S. J. Thorpe, and
T. Masquelier, “Bio-inspired digit recognition using reward-modulated
spike-timing-dependent plasticity in deep convolutional networks,” Pat-
tern Recognit., vol. 94, pp. 87-95, 2019.

[23] A. Tavanaei and A. Maida, “A spiking network that learns to extract
spike signatures from speech signals,” Neurocomputing, vol. 240, no. 02,
pp. 191-199, 2017.

[24] Z. Zhang and Q. Liu, “Spike-event-driven deep spiking neural network
with temporal encoding,” IEEE Signal Process. Lett., vol. 28, pp. 484—488,
2021.

[25] Q. Liu and Z. Zhang, “Ultra-low power always-on intelligent and con-
nected SNN-Based system for multimedia IoT-Enabled applications,”
IEEE Internet Things J., vol. 9, no. 17, pp. 15570-15577, Sep. 2022.

[26] P. U. Diehl, D. Neil, J. Binas, M. Cook, S.C. Liu, and M. Pfeiffer,
“Fast-classifying, high-accuracy spiking deep networks through weight
and threshold balancing,” in Proc. IEEE Int. Joint Conf. Neural Netw.,
2015, pp. 1-8.

[27] A. Sengupta, Y. Ye, R. Wang, C. Liu, and K. Roy, “Going deeper in spik-
ing neural networks: VGG and residual architectures,” Front. Neurosci.,
vol. 13, 2019, Art. no. 95.

[28] B.Rueckauer, I.-A. Lungu, Y. Hu, M. Pfeiffer, and S.-C. Liu, “Conversion
of continuous-valued deep networks to efficient event-driven networks for
image classification,” Front. Neurosci., vol. 11, 2017, Art. no. 682.

[29] J. Wu, Y. Chua, M. Zhang, G. Li, H. Li, and K. C. Tan, “A tandem
learning rule for effective training and rapid inference of deep spiking
neural networks,” IEEE Trans. Neural Netw. Learn. Syst., vol. 34, no. 1,
pp. 446460, Jan. 2023.

[30] M. Pastorino and A. Randazzo, “A smart antenna system for direction
of arrival estimation based on a support vector regression,” IEEE Trans.
Antennas Propag., vol. 53, no. 7, pp. 2161-2168, Jul. 2005.

[31] A. El Zooghby, C. Christodoulou, and M. Georgiopoulos, “A neural
network-based smart antenna for multiple source tracking,” IEEE Trans.
Antennas Propag., vol. 48, no. 5, pp. 768-776, May 2000.

[32] G. Bellec, D. Salaj, A. Subramoney, R. Legenstein, and W. Maass, “Long
short-term memory and learning-to-learn in networks of spiking neurons,”
in Proc. Adv. Neural Inf. Process. Syst., 2018, pp. 787-797.

[33] R. Ronan and J. Weston, “A unified architecture for natural language
processing: Deep neural networks with multitask learning,” in Proc. 25th
Int. Conf. Mach. Learn., 2008, pp. 160-167.

[34] A. Paszke, S. Gross, F. Massa, A. Lerer, and S. Chintala, “PyTorch: An
imperative style, high-performance deep learning library,” in Proc. Adv.
Neural Inf. Process. Syst., 2019, pp. 8024-8035.

[35] D. Kingma and J. Ba, “Adam: A method for stochastic optimization,” in
Proc. Int. Conf. Learn. Representations, 2014, pp. 1-15.

[36] Y. Kim and P. Panda, “Revisiting batch normalization for training low-
latency deep spiking neural networks from scratch,” Front. Neurosci.,
vol. 15, 2020, Art. no. 773954.

[37] M. Horowitz, “1.1 computing’s energy problem (and what we can do about
it),” in Proc. IEEE Int. Solid-State Circuits Conf. Dig. Tech. Papers, 2014,
pp. 10-14.

[38] Y. Kim and P. Panda, “Visual explanations from spiking neural networks
using inter-spike intervals,” Sci. Rep., vol. 11, no. 1, 2021, Art. no. 19037.

Authorized licensed use limited to: SOUTH CHINA UNIVERSITY OF TECHNOLOGY. Downloaded on November 09,2024 at 05:47:39 UTC from |IEEE Xplore. Restrictions apply.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


