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The deep learning era endows immense opportunities for ubiquitous robotic applications by leveraging
big data generated from widespread sensors and ever-growing computing capability. While the growing
demands for natural human-robot interaction (HRI) as well as concerns for energy efficiency, real-time
performance, and data security motive novel solutions. In this paper, we present a brain-inspired spiking
neural network (SNN) based Human-Robot Auditory Interface, namely HuRAI. The HuRAI integrates the
voice activity detection, speaker localization and voice command recognition systems into a unified
framework that can be implemented on the emerging low-power neuromorphic computing (NC) devices.
Our experimental results demonstrate superior modeling capabilities of SNNs, achieving accurate and
rapid prediction for each task. Moreover, the energy efficiency analysis reveals a compelling prospect,
with up to three orders of magnitude energy savings, over the equivalent artificial neural networks that
running on the state-of-the-art Nvidia graphics processing unit (GPU). Therefore, integrating the algorith-
mic power of large-scale SNN models and the energy efficiency of NC devices offers an attractive solution
for real-time, low-power robotic applications.

� 2021 Elsevier B.V. All rights reserved.
1. Introduction

The recent advances in artificial intelligence (AI) have created
immense opportunities for the development of robotics, ranging
from traditional industrial robots to social robots, assistive robots,
and cognitive robots, in applications such as localization [1,2], nav-
igation [3–5] and human-robot interaction [6–8].

Deep neural networks (DNNs), as one of the most profound AI
approaches, have spurred on-going interests in robotic applica-
tions due to their superior classification and regression capabili-
ties. In [9], DNN-based approaches have been investigated for
learning top-level multimodal interaction logic by imitating from
a number of human–human interaction examples, which demon-
strate high efficiency in reproducing human-like behaviors. In
[10], to meet the specific requirement of disabled users, a
human-robot interaction (HRI) system incorporating a motor-
imagery-based brain teleoperation control is developed to provide
assistance and support. In [11], the cascaded convolutional neural
network and long short-term memory (LSTM) network are pro-
posed to explicitly model the motion dynamics across image
frames, whereby it significantly improves the object recognition
accuracy.

Robotic vision, as the major perception peripheral in the afore-
mentioned robotic systems, is sensitive to illumination variation
and complex occlusions, which limits its applications under com-
plex visual conditions. Other sensory modalities, for instance, the
auditory, tactile and olfactory, also play a critical role in the robotic
perception. The speech communication, as the most natural way of
human–human interaction, has inspired decades of research on
human language technologies. Recently, a novel robot audition
system HARK2 [12] is developed to ease the difficulty of human-
robot interaction, by integrating these emerging human language
technologies. Moreover, the increased capabilities of data-driven
robotic systems also come along with challenges for efficiently ana-
lyzing and processing generated big data, during the procedures of
data acquisition, transmission, and storage. With an ever-growing
demand for DNN-based robotic systems, these challenges are
expected to be exacerbated.

The neuroscience research offers a bountiful source of inspira-
tion for building human-like robotic systems. Notably, the brain-
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inspired spiking neural networks (SNNs), which is considered the
third generation of neural network models, have shown great
potential for high performance, energy-efficient computing [13].
Unlike traditional rate-based artificial neural networks (ANNs),
the biologically realistic SNN models explicitly incorporate the
concept of time into the computation. They encode and represent
information by the precisely timed spikes, therefore, making SNN
a promising candidate for processing temporally rich signals such
as speech [14,15] and action [16,17]. By incorporating the time
into the computation, it has been demonstrated that SNN models
are potentially more efficient than ANNs [18,19] for data
processing.

Following the computational principle of brains, the SNNs adopt
the event-driven computation paradigm, which is carried out
through discrete spike trains (i.e., all-or-nothing impulses). By
removing the redundancy during the data generation process,
SNNs are highly energy-efficient computational models for data-
driven applications [20–23]. Recently, a growing number of neuro-
morphic computing chips are introduced to support ultra-low-
power and real-time operation of SNNs, instances include True-
North [13], Loihi [18], and Tianjic [24]. By leveraging the massively
parallel computing units and asynchronous spike-based computa-
tion, they have shown significant improvements in real-time per-
formance and power efficiency in many data-driven applications.
Therefore, integrating the algorithmic power of deep SNN models
and the energy efficiency of emerging neuromorphic computing
architectures represents an intriguing solution for real-time and
low-power data-driven applications.

In this work, we present an SNN-based Human-Robot Auditory
Interface, that is called HuRAI, by integrating the voice activity
detection (VAD), speaker localization (SL), voice command recogni-
tion (VCR) systems into a unified framework. The VAD system
detects the arrival of voice, while SL and VCR systems interpret
‘where’ and ‘what’ information, so as to activate the appropriate
robotic services. As HuRAI is developed based on energy-efficient
SNN computational models, it serves as an effective solution for
energy-aware mobile robots. To the best of our knowledge, this
is the first work that successfully applied SNNs for the aforemen-
tioned tasks with competitive accuracies to their ANN
counterparts.

The rest of the paper is organized as follows: In Section 2, we
give an overview of the spiking neural networks and explain how
to effectively train these models. In Section 3, we explain each indi-
vidual system of the proposed human-robot auditory interface in
detail. Then, we present the experimental results on the learning
capability, energy efficiency, and robustness of the proposed sys-
tems in Section 4. Finally, we conclude the paper in Section 5.

2. Spiking neural network

The brain-inspired spiking neural networks represent an
energy-efficient solution for sensory signal processing, as it mimics
the biological process of the human brain that evolved by nature.
Following the same connectionism principle, SNNs share the same
network structure, either feedforward or recurrent, with conven-
tional ANNs. Different from the data representation of the
ANNs, the information is represented and exchanged via stereotyp-
ical action potentials or spikes in the SNNs. The firing rate
and temporal structure [25,26] of the spike train are both consid-
ered as important information carriers in the biological neural
systems.

In this work, we use the current-based leaky integrate-and-fire
(LIF) model for all the spiking neurons, which has been used inten-
sively in computational neuroscience studies. The subthreshold
membrane dynamics of the LIF neuron can be described by the fol-
lowing first-order differential equation:
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trols the decay rate of the membrane potential. Rm is the membrane

resistance and Ili tð Þ is the resulting synaptic current from incoming
spikes. According to Eq. (1), the spiking neuron effectively acts as a
leaky integrator of synaptic currents. By simplifying the complex
chemical transduction process that happened at the synapse, the
value of the synaptic current can be determined as follows
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whereWij and Vik refer to the strength of feedforward and recurrent

connection that converge to neuron i, respectively. Sl�1
j tð Þ denotes

the incoming spike train from the presynaptic neuron j of layer

l� 1, and Sl�1
j tð Þ 2 0;1f g. As shown in Fig. 2, the neuron generates

an output spike from the soma whenever the membrane potential
surpasses the firing threshold #, and transmits the spike to the sub-
sequent neurons along the axon. This spike generation process can
be described by a Heaviside step function H as follows

Sli tð Þ ¼ H Ul
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Without loss of generality, we assume a unitary membrane resis-
tance Rm and firing threshold # in this work. In addition, we set
the resting potential Urest to 0. With a small time step Dt, typically
0.1 ms or 1 ms, the continuous function of Eq. (1) can be well
approximated by the following discrete-time formulation

Ul
i t½ � ¼ aUl

i t � 1½ � þ Ili t½ � � #Sli t � 1½ � ð4Þ
where a denotes the membrane potential decay rate that takes a
value of exp �Dt=smð Þ. The membrane potential is reset to the rest-
ing potential immediately after the spike generation by the last
term in Eq. (4).

The stateful nature of spiking neurons, arising from the intrinsic
subthreshold membrane potential dynamic, can be effectively
modeled as recurrent ANNs by fixing the recurrent connections
at the constant decay rate a [27]. By drawing equivalence to the
recurrent ANNs, the network parameters can thus be optimized
by unrolling the network through all time steps and applying the
BP through time (BPTT) algorithm [28]. The non-differentiable nat-
ure of the spike generation function, as revealed by Eq. (3), poses a
challenge to directly apply the BPTT algorithm as the derivatives at
the time instant of spike generation is ill-defined. While this prob-
lem can be effectively overcome by replacing it with a continu-
ously differentiable function during the gradient
backpropagation, whereby a surrogate derivative can be derived
and applied. In practice, a number of continuously differentiable
functions are experimentally proved to be effective [29–33]. Here,
we use a triangular function that monotonically increases towards
the firing threshold as per Eq. (5). As such, it provides an unbiased
gradient approximation for the non-differentiable spike generation
function.
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SNNs naturally deal with spike trains, therefore, a special mecha-
nism is required to encode the analog-valued feature vectors into
spike trains. In this work, we consider the feature vectors deter-
mined from the raw audio signals as the synaptic currents, and
directly apply them into Eq. (4). As such, the first layer of spiking
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neurons performs neural encoding, and from this layer onward the
information is represented as spike trains.
3. HuRAI: Human-robotic auditory interface

In this section, we first give an overview of the proposed
human-robot auditory interface HuRAI. We then describe each
subsystem in detail.
3.1. HuRAI system architecture

As summarised in [12], an ideal robot audition interface should
provide a set of subsystems for signal processing that can be easily
chosen and combined. In reality, the different working environ-
ments, for instance at home and in factories, typically have diver-
sified acoustic conditions and requirements, which makes joint
optimization and evaluation a challenging task. Therefore, we
design the proposed HuRAI in the way that individual subsystems
can be developed separately with limited interference from each
other. As such, the proposed auditory interface not only has the
flexibility to be optimized with data from different environments
but can also function more robustly under the abnormality of a
particular subsystem.

As shown in Fig. 1, the raw audio signals captured by the micro-
phone array are first analyzed by the voice activity detection sub-
system. The subsequent systems are turned on only when the voice
is detected. With the VAD system, we significantly reduce the com-
putational load by controlling access to speaker localization and
voice command recognition services. Given the movement speed
and the speaking rate of the speaker is widely different, the
speaker localization and voice command recognition systems are
designed to operate in parallel with different sampling rates, so
as to reduce the total computational cost. Finally, the output
speaker location and recognized command information from the
associated subsystems are further processed by the onboard con-
troller to determine a desired control signal for the robot.
3.2. Voice activity detection

Voice activity detection is an essential pre-processing step in
modern speech processing systems, which distinguishes human
voices from background noises. For instance, in the context of
speech and speaker recognition, VAD reduces the computational
load by discarding the non-voice segments. Meanwhile, VAD
Fig. 1. Illustration of the proposed human-robot auditory interface (HuRAI). The raw au
activity detection system to check whether the human voice is available, and switch o
human voice is detected. The speaker location and command determined from the a
appropriate control signal to the robot.
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extracts the noise segments, which can be used for noise modeling
and speech enhancement.

A typical VAD system can be constructed by cascading feature
extraction and classification processes. Many existing solutions
are available that differ in terms of the feature representation
and classifier used. Traditionally, statistical models are utilized to
model the data distribution of voiced- and non-voiced segments,
with a combination of features [34] including the zero-crossing
rate, discrete Fourier transform coefficients, cepstral coefficients,
etc. Recently, machine learning models are studied to automati-
cally extract a discriminative feature representation for the VAD
task [35,36].

As shown in Fig. 3, we first segment the audio signals into over-
lapping frames. Then, we apply logarithmic triangular Mel-scaled
filters to the resulted power spectrum from the Short-time Fourier
transform (STFT) analysis and calculate the power at each Mel fre-
quency band (FBANK). The recurrent SNN takes the FBANK features
as input, and it is trained to make VAD decisions for each individual
frame at run-time. By sharing the FBANK feature with the VCR sub-
system that will be introduced in Section 3.4, the overall computa-
tional costs are significantly reduced. Moreover, with a recurrent
neural network architecture, the latency of the proposed VAD sub-
system is significantly reduced compared to other machine learn-
ing models (e.g., MLP, CNN) that require buffering and
accumulating multiple frames into a spectrum images [36]. Due
to its always-on nature, the VAD system requires an energy-
efficient solution. As will be demonstrated in our experimental
study, by exploiting the temporal and spatial sparsity with an
event-driven SNN model, the proposed VAD model offers up to
three orders of magnitude energy saving compared to their ANN-
based counterparts.
3.3. Speaker localization

Speaker localization plays a vital role in the HRI, where the
robot requires a good understanding of ‘where’ the sound is from,
so as to respond to the speaker appropriately. Moreover, the loca-
tion information is a useful cue for beamforming in speech
enhancement.

Traditionally, given the physical layout of the acoustic environ-
ment, the speaker location can be determined analytically using
signal processing techniques. While the performance may degrade
severely if those assumptions are violated in the real environment.
Recently, without the knowledge of the physical layout, learning-
based approaches are studied to directly map the localization cues
dio signals collected from the microphone array will first be analyzed by the voice
n the speaker localization and voice command recognition systems only when the
ssociated systems will be consumed by the embedded controller to generate an
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to the direction-of-arrival (DOA). In practice, with a sufficient
amount of domain-specific training data, the ANN-based systems
perform exceedingly well as demonstrated in a number of studies
[37,38]. Motivated by the compelling performance of the learning-
based approaches, we apply the deep SNN to exploit the localiza-
tion cues derived from the microphone array. Specifically, we apply
the generalized cross-correlation with phase transform (GCC-
PHAT) to all microphone pairs, and calculate the GCC-PHAT coeffi-
cients with delay s ranging from �25 to 25 samples. The formula
for GCC-PHAT coefficient calculation is given as follows

cij sð Þ ¼
X
x
R

Xi xð ÞX�
j xð Þ

Xi xð ÞX�
j xð Þ

��� ��� ejxs
0
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1
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where Xi xð Þ and Xj xð Þ refer to the inputs of microphone channel i
and j, which are calculated from the STFT analysis at the discrete
Fig. 3. The SNN implementation of three subsystems in t
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angular frequencyx. The time delay of arrival (TDOA) of the micro-
phone pair ij can be associated with the s that achieves a maximum
GCC-PHAT coefficient. While the signals received are usually cor-
rupted by noise and reverberation, with varying degrees of distor-
tion across different microphone channels, in the real
environment. Therefore, instead of using only the peak coefficient,
we preserve all the GCC-PHAT coefficients and use them as the
input feature to the SNN. As shown in Fig. 3, the multi-layer fully-
connected SNN has trained to maps the input GCC-PHAT coeffi-
cients to a particular azimuth direction.

3.4. Voice command recognition

To ensure a natural human-robot interaction, the robot is also
required to understand the verbal content of the speech signals,
so as to respond to the voice command or return the queried infor-
mation to the speaker. Following the same history of automatic
he proposed human-robot auditory interface, HuRAI.
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speech recognition (ASR) research, the voice command recognition
techniques evolved from the traditional template matching [39],
which compares the unknown speech to the pre-recorded speech
samples to find the best match, to modern statistical-based
machine learning models such as the Gaussian Mixture Model-
Hidden Markov Model (GMM-HMM) model [40]. Recently, by
leveraging a large amount of training data, DNNs have demon-
strated superb modeling capability for rich acoustic states and
their dynamic transitions, resulting in the ASR systems approach-
ing the performance of human listeners [41].

The speech signals exhibit distinctive spectro-temporal dynam-
ics and different words can be visually discriminated from the
spectrogram. Inspired by this observation, convolutional neural
networks (CNN) that are initially proposed for visual pattern recog-
nition have been investigated in speech recognition [42] and
speaker recognition [43] tasks. The translation invariance property
offered by the CNN improves the robustness to small frequency
shifts that are common in speech patterns. Meanwhile, CNN
employs a weight-sharing scheme that reduces the number of
parameters over that of a fully connected DNN.

Hence, we apply a spiking-based CNN for the voice command
recognition task. As shown in Fig. 3, instead of processing speech
signals in a frame-by-frame fashion, we store frame-wise FBANK
feature vectors in a buffer and concatenate them into a fixed tem-
poral dimension before inputting them to the SCNN. Together with
speaker localization results, the recognized voice command will be
consumed by the robot for action planning and social interaction.
4. Experimental evaluation

In this section, we first introduce the experimental setups to
evaluate each subsystem. Then, we present the experimental
results for each subsystem in detail. Finally, we discuss the attrac-
tive properties of rapid inference, energy-efficient computation,
real-time operation, and high noise robustness of the proposed
SNN-based framework.

4.1. Experimental setups

We perform all the experiments with Pytorch [44], which pro-
vides accelerated and memory-efficient training with GPUs. Fol-
lowing the discrete-time formulation introduced in Section 2, we
implement the LIF neuron with a continuous surrogate derivative
derived from the triangular function and leverage the autograd
capabilities offered by Pytorch for efficient SNN training. The
experimental datasets, model structures, implementation details,
and evaluation metrics of each subsystem are provided in details
in the following subsections. For each subsystem, instead of opti-
mizing the network structure to achieve the optimal performance
on the selected evaluation dataset, we focus on demonstrating the
superior modeling capability of SNNs to their non-spiking ANN
counterparts as well as to shed light on their high computational
efficiency.

4.1.1. Voice activity detection
We evaluate the proposed VAD system on the QUT-NOISE-

TIMIT corpus [35]. This corpus consists of 600 h of noisy speech
sequences by mixing clean speech recordings from the TIMIT data-
set with noise recordings from the cafe, home, street, car, and
reverberant environments. The noisy speech sequences are con-
structed at 6 different signal-to-noise ratios (SNRs) ranging from
�10 dB to 15 dB with a sample length of 60 or 120 s, so as to pro-
vide a comprehensive evaluation for different acoustic conditions.
The speech sequences are further segmented into frames with a
duration of 160 ms and 50% overlap. We comply with the evalua-
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tion protocol specified in the corpus and divide the corpus into
groups A and B with noise recorded at different locations. We per-
form training and testing using group A and B in alternation (i.e.,
train on A (or B) and test on B (or A)) under 3 different noise levels:
Low Noise (SNR = 15 and 10 dB), Medium Noise (SNR = 5 and 0 dB)
and High Noise (SNR = �5 and �10 dB).

We extract 40-dimensional FBANK features and use them as the
input to the recurrent SNN. The recurrent SNN model is con-
structed with 1,024 hidden spiking neurons and two linear read-
out neurons that correspond to ‘Voice’ and ‘Non-Voice’, respec-
tively. The cross-entropy loss function is used with framewise
labels extracted from the corpus. We trained the model using
Stochastic Gradient Descent (SGD) optimizer for 100 epochs with
a batch size of 16. The initial learning rate is set to 0.01 and decays
to one-tenth after every 40 epochs. Following the evaluation proto-
col specified in the corpus, we report the half-total error rate
(HTER), which takes the average of the miss rate (MR) and false
alarm rate (FAR).

4.1.2. Speaker localization
We use the RSL2019 corpus [45] to evaluate the proposed

speaker localization system. This corpus consists of 25,920 speech
utterances spoken by well-mixed male and female speakers. The
corpus is recorded inside a professional recording studio using a
four-channel microphone array. The speech utterances are played
through a loudspeaker with the DOA varying from 0 to 360 degrees
at an interval of 5 degrees, and we use both the subsets recorded at
the distance of 1.0 and 1.5 meters. We sample 170 ms frames with
a stride of 85 ms from the speech utterances, resulting in a total of
133,103 training and 24,792 testing samples.

The fully-connected SNN model used in this work includes 3
hidden layers with 1,000 spiking neurons each and 360 linear out-
put neurons correspond to 360 different azimuth directions with
1-degree intervals. The output label is encoded into a 360-
dimension vector using a normalized Gaussian-like function with
a standard deviation of 8, wherein the entries correspond to the
posterior probability of each azimuth direction. We trained the
model using the SGD optimizer for 30 epochs, with a learning rate
of 0.1 and a batch size of 256. The mean square error loss function
is used during training, and we report the mean absolute error
(MAE) by taking the highest peak of the output as the predicted
azimuth direction.

4.1.3. Voice Command Recognition
The voice command recognition system is evaluated on the

Speech Commands corpus [46], which is designed for the keyword
spotting task. All utterances are post-processed to have a uniform
length of 1 s. Following the same data preparation procedure of a
previous study [47], we select 10 words out of 31 words in the cor-
pus, that are most relevant to robotic commands, namely ‘Yes’,
‘No’, ‘Up’, ‘Down’, ‘Left’, ‘Right’, ‘On’, ‘Off’, ‘Stop’, ‘Go’. To ensure
the system responds appropriately to the out-of-vocabulary words,
we create an ‘Unknow’ class by randomly selected 20% samples
outside the 10 words, excluding the ‘Background_noise’ class
which is handled directly by the VAD system. We further randomly
split the samples into train and test set with a ratio of 80% to 20%,
resulting in a total of 25,493 train and 6,388 test utterances,
respectively. The utterances are segmented into frames of 25 ms
length with 50% overlap. The FBANK features are extracted and
concatenated into a spectrogram before input to the spiking CNN
for classification. We apply data augmentation to the resulted
spectrogram by randomly masking blocks of data in both fre-
quency and temporal dimension [48] during training.

The spiking CNN model used in this work is inspired by the
AlexNet [49] with a network structure of 24c3-24c3-48c3-48c3-9
6c3-256–11, where the numbers before and after ‘c’ refer to the
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idden spiking neurons is self-organized and synchronized to either the ‘voice’ or
he ‘non-voice’ segments. The prediction of our VAD system largely aligns with the
round truth and misses out on only a few abrupt transitions.
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number of convolution kernels at a particular layer and the kernel
size respectively. The kernels are applied at a stride of 2 for layer 1,
2, 3 and 5, so as to reduce the dimension of the resulted feature
maps. The model is trained using the cross-entropy loss function
and SGD optimizer for 100 epochs, with a batch size of 64. The ini-
tial learning rate is set to 0.01 and decays to one-tenth after every
30 epochs.

4.2. Voice activity detection results

We benchmark the results of the implemented VAD system
against seven baseline systems, including the standard-based
European Telecommunications Standards Institute (ETSI) [50] and
G729B [51], the statistical-based Long Term Spectral Divergence
(LTSD) [52] and Sohn [53], the machine learning-based GMM
[35] and CNN [36]. Recently, an SNN-based VAD system has been
introduced, which is called Bin e. [54]. This system integrates a
novel bin coding mechanism to encode the spectral information
and classify each frame by a single layer of spiking neurons.

As the results are shown in Fig. 4, our recurrent SNN-based sys-
tem outperforms all the baseline systems under Low Noise (Fig. 4))
and MediumNoise (Fig. 4(b)) scenarios, with an HTER of only 2.72%
and 6.67%, respectively. Under the High Noise(Fig. 4(c)) scenario,
our system still surpasses most of the baseline systems with an
HTER of 15.0%, except for the CNN baseline that has a slightly lower
FAR. This may due to the translation invariance property offered by
CNN, whereby exhibits better noise robustness. It worth noting
that our VAD system outperforms the only existing SNN-based sys-
tem by a large margin across all different noise scenarios, which
may credit to the better modeling capacity with a recurrent net-
work structure.

To allow a better evaluation of our system, we have provided a
test example under the Low Noise scenario as shown in Fig. 5. It is
obvious from Fig. 5(c) that the activation of hidden spiking neurons
is self-organized into two distinct groups that are synchronized to
either the ‘voice’ or the ‘non-voice’ segments. Moreover, as shown
in Figs. 5(d) and 5(e), the prediction of our model largely aligns
with the ground truth, while misses out only at a few abrupt
transitions.

4.3. Speaker localization results

As reported in Fig. 6(b), at the distance of 1.5 meters, the pro-
posed speaker localization system achieves an MAE of 1.19 degrees
on the test set with an encoding time window of only one. It out-
performs the baseline MUltiple SIgnal Classification (MUSIC) algo-
rithm, which reported an MAE of 2.35 degrees [45]. At the distance
Fig. 4. HTER performance of the proposed SNN-based VAD sy
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of 1.0 meter, the proposed system achieves an MAE of 3.86 degrees
that is also competitive to the traditional MUSIC algorithm that
reported an MAE of 3.79 degrees [45]. The performance drop from
1.5 meters to 1.0 meter can be explained by the relatively large
physical size of the loudspeaker to the sound source, which
adversely affects the measurement precision [45]. These results
highlight the superior performance of a learning-based approach
stem and other baseline systems over three noise levels.



Fig. 6. Summarize the performance of (a) voice command recognition and (b) speaker localization systems. The results are obtained from 3 independent runs.
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compared to conventional signal processing techniques on the
speaker localization task. Moreover, we achieve these results with
only one simulation time step, suggesting accurate and rapid local-
ization can be achieved simultaneously. We observe a better per-
formance with a longer encoding time window, the results
converge when the encoding window reaches a size of four. We
notice that the synaptic operations (SynOps) ratio, an important
benchmark for energy efficiency of SNN-based systems, increases
linearly with the encoding window size, which will translate into
the same growth rate for energy consumption. Therefore, in prac-
tice, a suitable encoding window size should be decided, as a trade-
off between accuracy and energy efficiency.
4.4. Voice command recognition results

In Fig. 6(a), we report the results for the voice command recog-
nition system. With an encoding window size of only one, we
observe that competitive classification accuracy of 90.71% is
achieved on the test set. The classification accuracy can be further
improved to 92.59% when a larger time window size of eight is
provided. While the energy consumption grows linearly with time
window size, which follows a similar trend as the SNN-based
speaker localization system. Using the same experimental setup,
109
a recent study has achieved a test accuracy of 93.59% with a
non-spiking CNN implementation. This result is on par with our
SNN-based system, suggesting the superior modeling capability
can be achieved with spiking neural networks.

4.5. Energy efficiency analysis

Beyond superior modeling capabilities, HuRAI holds great
potentials to improve energy efficiency when implemented on
the emerging low-power neuromorphic computing chips. To shed
light on this attractive prospect, we follow the convention of the
neuromorphic computing community by calculating the average
SynOps on a random batch of testing samples and comparing them
to the equivalent ANN implementations on the state-of-the-art
Nvidia GPU.

For ANNs, the Multiply-and-Accumulate (MAC) operations are
typically used. Given a particular network architecture, the total
SynOps is a constant number that can be calculated as follows

SynOps ANNð Þ ¼
X
l¼1

f linNl ð7Þ

where f lin is the average number of fan-in connections to neurons in
layer l and Nl is the total number of neurons in that layer.



Table 1
System performance with different extent of network activity regularization. The results for voice command recognition and speaker localization systems are obtained with a
time window of 4.

System k SynOps Ratio SynOps Savings Acc. (%) Acc. Loss (%)

Voice Command Recognition 0 0.88 1x 92.03 0
0.01 0.79 1.11x 92.49 0.46
0.1 0.60 1.47x 92.55 0.52
1.0 0.29 3.03x 89.76 �2.27

k SynOps Ratio SynOps Savings MAE (%) MAE Loss (%)

Speaker Localization 0 1.57 1x 1.14 0
0.0001 1.50 1.05x 1.14 0
0.001 1.20 1.31x 1.15 �0.01
0.01 0.35 4.49x 1.25 �0.11

k SynOps Ratio SynOps Savings HTER (%) HTER Loss (%)

Voice Activity Detection 0 0.28 1x 2.65 0
0.01 0.194 1.44x 2.85 �0.20
0.1 0.048 5.83x 2.99 �0.34
1.0 0.013 21.54x 4.09 �1.44
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While cheaper Accumulate (AC) operations are used in SNNs,
and total SynOps are positively correlated with the number of
fan-out connections to the subsequently layer, average firing rate
of spiking neurons and total inference time as expressed in the fol-
lowing equation.

SynOps SNNð Þ ¼
X
t¼1

X
l¼1

X
i¼1

Sli t½ �f lout;i ð8Þ

where Sli t½ � indicates whether a spike is generated by neuron i of
layer l at time instant t. In order to reduce the total power consump-
tion of SNN models, we add a penalty term Lfr related to the average
neuronal firing rate alongside the task-specific loss term Ltask to the
loss function as follows

L ¼ Ltask þ kLfr ð9Þ
where k is a hyperparameter that controls the extent of firing rate
regularization.

As reported in Table 1, without any firing rate regularization,
the SynOps ratio of SNN over ANN [SynOps(SNN)/SynOps(ANN)]
is 0.88, 1.57 and 0.28 times for VCR, SL and VAD systems, respec-
tively. Taking benefits from the massively parallel non-von Neu-
mann computing architecture with co-located memory and
computing units, the neuromorphic computing chips TrueNorth
[13] and Tianjic [24] achieved a throughput of 400 and 649 giga
synaptic operations per second (GSOPS) per watt respectively,
which is 9.1 and 14.6 times more energy-efficient than the state-
of-the-art Nvidia Titan RTX architecture with a throughput of
Fig. 7. Summarize the performance of (a) voice command recognition and
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44.4 GSOPS/W at single precision [55]. Therefore, 10.34 (16.59),
5.80 (9.30), and 32.5 (52.14) times energy savings can be achieved
for the VCR, SL, and VAD systems when implemented on the True-
North (Tianjic) chip.

Given the always-on nature of the VAD system and information
is sparsely transmitted over time, the energy consumptions of the
human-robot auditory interface are dominated by the VAD system.
Notably, by adding the firing rate regularization with k ¼ 1, an
additional 21.54 times saving can be achieved for the VAD system
with the HTER degraded by only 1.44% under the Low Noise sce-
nario, resulting in an overall energy savings of 700.05 (1123.10)
times with the aforementioned neuromorphic chips. It worth men-
tioning that the TrueNorth and Tianjic chips are research proto-
types, and a substantial amount of architectural and
implementation level improvements can be integrated to further
boost the performance gain.
4.6. Real-time performance and noise robustness analysis

4.6.1. Real-time performance
The proposed HuRAI framework has three subsystems that have

sampling periods of 80 ms (VAD), 85 ms (SL), and 1 s (VCR). As
described in Fig. 1, the main performance bottleneck is the VAD
and SL path, which requires the overall computation (i.e., VAD
+ SL) to be accomplished within 85 ms. As a recent experiment
reported, the inference of a 10-layer feedforward SNN, with 2560
neurons at each layer, can be finished within 10 ms on the Intel
(b) speaker localization systems under different environmental noises.
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Loihi neuromorphic computing chip [56]. Given the network struc-
ture of the proposed VAD and SL subsystems are less complicated
than that in the aforementioned work, their total computation
time can be bounded within 20 ms. As such, it suggests the real-
time performance can be guaranteed for the proposed HuRAI
framework.
4.6.2. Noise robustness
An ideal human-robot auditory interface should function

robustly under different working environments. Although neural
network models perform reasonably well under the noise-free con-
dition, their performance usually degrades rapidly in face of envi-
ronmental noises [15,57,58]. To address this challenge, we
explored the multi-condition training strategy, whereby both the
clean and noisy audio samples are utilized for the network train-
ing. Specifically, we apply additive noise from the NOISEX-92
[59] dataset to the original clean samples at signal-to-noise
(SNR) ratios varying from �5 to 20 dB. To cover a more diversified
testing environment, we have randomly segmented the noise sam-
ples from three testing conditions (Babble Noise, Factory Noise, Car
Noise).

As the results shown in Fig. 7, the VCR and SL subsystems per-
form robustly under the Low noise level (15, 20 dB), with only
slight degradation from the results obtained under the clean condi-
tion. Notably, the performance remains competitive under the
Medium noise level (5, 10 dB). Although the performance degrades
rapidly under more adverse acoustic conditions, it remains reason-
ably well for real-time applications. Particularly, at the SNR of
�5 dB, the mean absolute error of the SL subsystem can remain
within 18 degrees. Among the three testing environments evalu-
ated, the system performs worst under the Babble Noise, which
can be explained by the high spectrum overlap with the clean
audio samples.
5. Conclusion

The remarkable progress in deep learning has revolutionized
the human-robot interface. The growing demands for natural inter-
action through the human-robot auditory interface have raised
great concerns on energy efficiency, real-time performance, on-
device computing capability, and data security, etc. In this paper,
we present a novel brain-inspired SNN-based human-robot audi-
tory interface to address all these concerns. In this framework,
we introduce a VAD system at the front-end to discriminate the
‘voice’ segments from background noises. It significantly reduces
the computational load by controlling access to other onboard ser-
vices. The VCR and SL systems work separately to extract both the
‘what’ and ‘where’ information of the speaker from the voiced
audio segments, which allow appropriate decisions to be made
for action planning and control.

The experimental results demonstrate that accurate, real-time,
and robust prediction can be achieved for each subsystem, suggest-
ing a great modeling capability of SNNs. Moreover, our energy effi-
ciency analysis reveals an attractive energy benefit of the proposed
framework, with up to three orders of magnitude savings com-
pared to the equivalent ANNs implemented on the state-of-the-
art GPUs. Therefore, by integrating the algorithmic power of
large-scale SNN models with low-power neuromorphic computing
devices, we are expecting to enable the voice interface for ubiqui-
tous robotic applications running locally. In view that the neuro-
morphic computing architectures and ultra-low power non-
volatile memory devices are undergoing rapid developments, we
are expecting to receive a sizeable performance boost in the near
future.
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