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Multistage Deep Transfer Learning for
EmIoT-Enabled Human–Computer Interaction
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Abstract—Emotional Internet of Things (EmIoT), which
provides Internet of Things (IoT) devices cognitive and
socialization capabilities, has been regarded as a future direction
to improve users’ experiences. With the development of intelli-
gent techniques, the requirement of EmIoT is not only sensing
the users’ emotional states but also providing emotional feed-
backs. Human–computer interaction has been studied to achieve
speech interaction with IoT devices. The recent advances in neu-
ral text-to-speech (TTS) have made “human parity” synthesized
speech possible for IoT-enabled human–computer interaction.
Furthermore, emotion control can be achieved by using the emo-
tional codes in a unified model, referred to as emotional TTS
(or ETTS for short). Such ETTS models have achieved promis-
ing emotional expressiveness using large-scale emotion-annotated
English data set; however, they are not practical in IoT environ-
ments with other mainstream languages, especially for Chinese.
In fact, the limited available large-scale emotion-annotated data
set is challenging the development of Chinese ETTS. To address
that we propose a multistage deep transfer learning scheme to
design a high-quality Chinese ETTS system under a small-scale
training corpus to achieve EmIoT in Mandarin environments. In
this scheme, the pretrained knowledge from the former stages
corresponding to a large-scale neutral English and a medium-
scale emotional English corpora is transferred to a Mandarin
ETTS model. Thereby, the trained model can achieve high-quality
emotional speech with limited available emotional corpus, which
is able to serve various EmIoT-oriented applications. The experi-
ments have been conducted to demonstrate the effectiveness and
superiority of the proposed model as compared to other coun-
terparts in terms of naturalness and emotional expressiveness.
We refer readers to visit our demo Webpage1 and enjoy the
synthesized speech samples.

Index Terms—Emotional expressiveness, emotional Internet of
Things (EmIoT), human–computer interaction (HCI), transfer
learning.
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I. INTRODUCTION

DURING the past decades, the information exchange
network, with the Internet of Things (IoT) as the

backbone, has generated explosive smart applications [1], [2],
such as smart home [3], smart healthcare [4], etc. With the
development of intelligent technologies, the target toward IoT
has far beyond collecting data. For instance, the current expec-
tation on smart home is not only collecting the environmental
data but also automatically operating home devices (e.g., air
conditioner and lights) to adaptively generate a comfortable
room [5]. Ambitiously, it is also essential to create a con-
nected life that achieves the interaction between humans and
IoT devices [6]. Emotional IoT (EmIoT) is an emerging frame-
work that identifies a possible direction for IoT under this
trend.

The main objective of EmIoT is giving emotional intelli-
gence to the IoT [7]. Specifically, IoT systems should be able
to feel, understand the emotion of the user, and try to gen-
erate a level of affection based on the interaction between
the IoT world and the user. Although such an interaction
is bidirectional, most of the existing works [8], [9] focus
on understanding users’ emotions, whereas the emotional
feedback from IoT to the user is rarely covered.

As one main modality that humans utilize to commu-
nicate with each other, speech is one of the most con-
venient means to generate interactions [10]. Thus, voice
user interface (VUI) [11] has obtained significant superior-
ity over the confusing and difficult graphical user interface
(GUI) [12]. Consequently, recent advances in bidirectional
human–computer interaction (HCI) have been studied to
achieve speech interaction using IoT [9], [10], [13]. The tra-
ditional bidirectional speech communication for IoT consists
of speech recognition, dialogue generation, and text-to-speech
(TTS) or speech synthesis modules [14]. The TTS technology
is becoming an integral part of interacting with IoT.

As a sequence-to-sequence mapping problem, TTS
synthesis aims to render a naturally sounding speech wave-
form to be synthesized from a text [15], [16], that is, from
a sequence of discrete symbols (viz., texts) to a real val-
ued time series (viz., waveforms). Nowadays, TTS systems
are mainly divided into threefold: 1) concatenative [17], [18];
2) statistical parametric [16]; and 3) end-to-end speech
synthesis [19]–[26]. However, the former two TTS systems
require complex pipeline, including text preprocessing [16],
duration model [18], acoustic model [18], waveform gen-
eration [16], etc., to achieve TTS synthesis, rendering the
limited application in IoT. With the advent of deep learning,
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end-to-end generative TTS models simplify the synthesis
pipeline with a single neural network, and the represen-
tatives include Tacotron [19], Tacotron2 [20], and their
variants [21]–[26]. The rationales of them are to integrate
the conventional TTS pipeline into a unified encoder–decoder
network, and then to learn the mapping directly from the
<text, wav> pair [19], [20]. Furthermore, together with a neu-
ral vocoder [27]–[30], natural-sounding human-like speech can
be generated.

Notwithstanding the advances in TTS, the emotional
expressiveness of the synthesized speech remains to be
improved [21], [23] to achieve an emotional feedback in
EmIoT. Many works have been proposed to apply the global
style tokens (GSTs) to control the expressive effect, such
as [21], [23], and [24], which are referred to as the GST-
Tacotron paradigm. Nevertheless, how to generate speech with
expected emotions is becoming an important research topic in
TTS. To that end, some works utilize emotional states as con-
trol vectors to effectively generate emotional speech [31]–[35].
It is worth noting that deep learning-based emotional TTS
(ETTS) on English data set has achieved successfully due to
the available large amount of emotional English TTS cor-
pus [36]. Unfortunately, owing to the cost expensive for
recording, collecting, and processing large-scale, high-quality
emotional Mandarin TTS corpus, it necessitates the end-to-
end neural TTS framework to still work well with limited
public emotional speech corpus [37], [38]. Given the huge
proportion of Mandarin environment in the IoT market [39],
therefore, to design a high-quality emotional Mandarin TTS
scheme becomes necessary.

In fact, for the Mandarin ETTS task, the lack of large-
scale emotion-annotated training data becomes more rigorous,
leading to unsatisfactory results [40]. Recently, the trans-
fer learning strategy is employed to overcome the limited
data problem for Mandarin ETTS [40], [41]. Furthermore,
Wu et al. [40] fine-tuned a Mandarin ETTS model based
on a pretrained TTS model with limited data. However, the
fine-tuning method, that is, a simple model adaptation-based
transfer learning method, cannot adapt general purposes for
knowledge representation to be task aware on a downstream
task, which leads to the unsmooth transferring issue and there-
fore, damages the performance [42]. The question is how to
design a deep transfer learning method to take advantage of
the limited data to achieve smooth transferring for high-quality
Mandarin ETTS performance.

Note that cross-lingual transfer learning has shown its
promising learning capability in the target domain from out-
of-domain data, and further boosting performance [25], [43].
Many studies point to the fact that emotion is language univer-
sal to some extent [44]–[46]. Therefore, the emotional clues in
English pronunciation are utilized to provide useful knowledge
for emotional Mandarin TTS.

Inspired by this, to address the unsmooth transferring
issue of the simple model adaptation-based transfer learning
method, we design a multistage cross-lingual knowledge trans-
fer strategy to ensure that the emotional knowledge learned
from the former stage can be transferred to the latter stage
smoothly between different stages. In this article, we formulate
a novel cross-lingual transfer learning strategy to make the

most of limited Mandarin data for emotional Mandarin TTS.
We consider the cross-lingual transfer learning problem for
emotional Mandarin speech generation, where a source lan-
guage (English) task with plentiful ETTS data is utilized to
improve the performance of an ETTS model on a target lan-
guage (Mandarin) task with limited available ETTS corpus.
This work makes notable contributions in four areas that are
as follows.

1) A novel multistage deep transfer learning scheme is
proposed to address the unsmooth transferring issue
of simple model adaptation-based transfer learning for
Mandarin ETTS.

2) A graceful deep emotion knowledge transfer process
is proposed by using three-stage cross-lingual transfer
learning from English to Mandarin languages. Note that
to the best of our knowledge, this is not investigated in
any prior works for emotional Mandarin TTS task.

3) The proposed method is superior to the state-of-the-art
ETTS baselines in both spectrum and emotion modeling,
with the advantage of projecting high-quality emotional
Mandarin speech under the limited resource scenario,
especially in EmIoT.

4) A novel high-quality emotional Mandarin TTS system
is developed with limited emotional corpus to support
the emotional feedback requirement in EmIoT.

The remainder of this article is organized as follows. In
Section II, we discuss the background to motivate our research.
In Section III, we propose a novel training strategy for the
emotional Mandarin TTS system with multistage transfer
learning. The experimental results are reported in Section IV.
Finally, we conclude in Section V.

II. BACKGROUND

We first brief the EmIoT and review the bidirectional HCI
for IoT, followed by the description of the ETTS model and
transfer learning.

A. EmIoT and Bidirectional Speech Communication for IoT

Emotion plays an important role in human’s daily health.
Emotion detection, namely, the investigation on making a com-
puter to feel users’ emotions, has started since for a long time.
With the development of IoT, such an emotion sensing func-
tion has also expected in various smart applications, such as
smart home and smart healthcare. As an emerging framework,
EmIoT raises a higher requirement on detecting users’ emo-
tion conditions and providing feedback for HCI to realize the
VUI, which makes us directly speak to a device. Bidirectional
speech communication allows the IoT devices to listen the
users’ commands and to give feedback with the human-like
speech accordingly.

As shown in Fig. 1, the traditional bidirectional speech
communication is built on a cascade framework [23], which
consists of speech recognition, dialogue generation, and
speech synthesis modules. The speech recognition module
takes the speech command of end user as input and gener-
ates the text representation. The dialogue generation module
seeks to understand the intention of the speech command and
to response properly. The speech synthesis module transforms
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Fig. 1. Diagram of bidirectional speech communication for IoT.

the generated response to a human-like speech. Generally, the
tone of voice can directly reflect the speakers’ emotions. Thus,
several studies [47]–[49] have adopted the speech signal on
emotion detection or recognition in IoT applications. However,
these works only solve one-directional requirement in EmIoT,
and the emotional feedback is still not addressed yet. Note that
the speech synthesis module works as the last step in the work-
flow. Therefore, the overall performance of synthesized speech
directly determines the qualities of the interaction feedback
and users’ experiences. End-to-end TTS systems [19], [20],
[23], [25] greatly improve the voice quality of the synthe-
sized speech. However, how to generate speech with expected
emotions, especially in the Mandarin environment, is also an
important topic to be addressed in TTS.

B. Emotional Text-to-Speech Generation

ETTS seeks to synthesize human-like natural-sounding
voice for a given input text with desired emotional expres-
sion. Such an emotional feedback can achieve bidirectional
requirement in EmIoT.

The early studies of ETTS are based on hidden Markov
models [50]–[52]. For example, we can synthesize speech
with a desired emotion through model interpolation [51]
or by incorporating unsupervised expression cluster dur-
ing training [52]. Recently, deep learning contributes to the
ETTS [31], [53], where emotion codes can be used as con-
trol vectors to change TTS output. The Tacotron-based ETTS
system [32], [40] is one of the successful implementations,
as illustrated in Fig. 2. It consists of a text encoder, emotion
encoder, attention-based decoder, and waveform reconstruction
module.

The text encoder takes the character sequence of given
input text as input and outputs the high-level feature rep-
resentation [19], [20]. It is composed of three convolution
neural network (CNN) layers, and a bidirectional LSTM (bi-
LSTM) module. Moreover, the emotion encoder converts the
given emotion ID (e.g., happy, sad, angry, etc.) to a fix-
length emotion vector, resulting in the clear expressiveness
of emotion attitude via a linear projection with two fully
connected (FC) layers. Both high-level feature representation
and emotion vectors are fed to the attention-based decoder
to predict the mel-spectrum features frame by frame. The
decoder consists of a 2-layer FC, two LSTM layers, and five
CNN layers. The location-sensitive attention [56] is applied

Fig. 2. Block diagram of the basic ETTS model. The model takes character
sequence and the given emotion labels as input and outputs the corre-
sponding mel-spectrum, which is then fed to the waveform reconstruction
module (Griffin–Lim reconstruction algorithm [54] or WaveNet-like neu-
ral vocoder [27], [28], [55]) to synthesize emotional speech with specific
emotions.

to learn the linguistic-acoustic alignment, and two popular
algorithms, such as Griffin and Lim [54], and WaveNet-based
neural vocoder [27], can be used to reconstruct the speech
waveform from mel-spectrum features.

C. Transfer Learning

Transfer learning focuses on storing knowledge gain
while solving one problem and applying it to a different
but related problem [57]. A common strategy of transfer
learning is pretraining a model on one data set, which
consists of a large number of labeled samples, such as
ImageNet [58], and then transferring the pretrained model
to the target data set for fine-tuning [59]. It is greatly use-
ful and important when encountering very limited training
samples [60]. Other transfer learning strategies include auto-
matic speech recognition (ASR) [57], [61], natural machine
translation (NMT) [62], and so on. Furthermore, cross-lingual
transfer learning is viable to build robust models for a low-
resource target language by leveraging labeled data from other
(source) languages [63]–[66]. For example, Lee and Lee [66]
proposed several cross-lingual transfer learning approaches for
question–answer (QA) task, where experiments are conducted
using English data set as source language while to achieve
new state of the art on a small Chinese QA data set.

Motived by the effectiveness of the cross-lingual transfer
learning, in this article, we design a multistage cross-lingual
knowledge transfer strategy to ensure that the emotional
knowledge learned from the former stage can be transferred
to the latter stage smoothly between different stages.

The notations used in our proposed method are summarized
in Table I. We will describe our method in detail in the next
section.

III. MULTISTAGE DEEP TRANSFER LEARNING FOR

MANDARIN EMOTIONAL TTS

We propose a multistage deep transfer learning strategy for
Mandarin ETTS in Fig. 3, which employs a three-stage train-
ing scheme to solve the data limitation issue for Mandarin
ETTS.
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Fig. 3. Block diagram of the proposed multistage deep transfer learning system for emotional Mandarin TTS model. Stage-I is the NP stage, which trains the
basic ETTS model using the large-scale English TTS corpus with neutral emotion. In Stage-II, the EF fine-tunes the pretrained ETTS model on the basis of
the medium-scale English TTS corpus via three emotions (neural, happy, and sad). Meanwhile, the parameters of text encoder, emotion encoder, and acoustic
decoder from Stage-I are transferred to that in Stage-II. The ES is in Stage-III, which is in charge of fine-tuning the ETTS model exploiting a small-scale
emotional Mandarin TTS corpus with three emotions (neutral, happy, and sad). Note that the parameters from emotion encoder and acoustic decoder in
Stage-II are mapped to Stage-III, respectively. Yellow boxes in Stages II and III mean that their parameters are initialized by the pretrained parameters from
previous stage, while white boxes refer to that their parameters are initialized randomly.

TABLE I
DESCRIPTION OF NOTATIONS

As shown in Fig. 3, the proposed three-stage deep trans-
fer learning scheme consists of Stage I: neutral pretraining
(NP), Stage II: emotional fine-tuning (EF), and Stage III:
emotional self-adaptation (ES) stages. In the first NP stage, a
large-scale English TTS corpus is used to learn the initial end-
to-end TTS model parameters as a prior information for the

second EF step. Whereby, the ETTS model is initialized with
the pretrained neutral TTS model parameters and then trained
with a medium-scale emotional English TTS corpus. In the
last ES step, the ETTS model is initialized by the fine-tuned
ETTS model parameters from the former step and trained with
a small-scale emotional Mandarin TTS corpus.

A. Stage I: Neutral Pretraining

In stage I, the text encoder aims to extract robust and
efficient sequential hidden representation from input text.
Specifically, the input English character sequence is a con-
tinuous real-valued vector, denoted as character embedding.
Then, the embedding sequence is processed by three CNN
layers to extract a longer term context for feeding a single
bi-LSTM layer, thereby to generate the hidden representation
of input sequence.

Given an input English character sequence, denoted as x =
(x1, x2, . . . , xT) and the corresponding target mel-spectrum
features y = (y1, y2, . . . , yT ′), the text encoder, termed as
TEncNP, reads x and outputs a hidden state ht per t step

ht = TEncNP(ht−1, xt) (1)
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in which t ∈ [1, T], T is the length of the input character
sequence, and T ′ means the length of output acoustic features.

The emotion encoder contains two FC layers, and its func-
tion is to convert the input emotion labels (l) to a continuous,
fixed-length, and two-dimensional (2-D) emotion vector eNP.
That is

eNP = EEncNP(l). (2)

The acoustic decoder consumes the hidden representation of
input sequence with the help of a location-sensitive attention
network [20]. Then, the resulting mel-spectrum frame is first
passed through two FC layers. After that, the output of the
FC module is concatenated with the previous context vector
to feed a stack of two LSTM layers. Next, the LSTM output
combines with the attention context vector to feed five CNN
layers, leading to the underlying mel-spectrum output. For the
attention-based decoder, viz., DecNP, the emotion vector eNP,
the previous hidden state st−1, and output yt−1 together with
an attention vector ct are taken as its input. Therefore, the
mel-spectrum features yt are obtained as

yt = DecNP(
yt−1, st−1, eNP, ct

)
(3)

where the context vector ct is calculated by

ct =
T∑

i=1

αt,ihi (4)

in which αt,i is the attention weight of hi, and hi represents
the encoder output. The attention scores, a.k.a., values of the
attention weights, help the network to focus on different parts
of the input sequence. There are many choices for the imple-
mentation of the score function. In this article, we adopt the
location sensitive attention mechanism [20] for the calculation
of αt,i

αt,i = softmax
(
et,i

)
(5)

et,i = wT tanh
(
Wst−1 + Vhi + Uft,i + b

)
(6)

ft = F ∗ αt−1 (7)

where ∗ denotes 1-D convolution. W, V , U, and F are weight
matrices and they are trained in conjunction with the entire
TTS framework. αt−1 is the attention weight in the previous
decoder step.

During the pretraining stage, the parameters of text encoder,
emotion encoder, and acoustic decoder are updated simultane-
ously. It is assumed that the trained text encoder TEncNP and
decoder DecNP create a constriction in the network that forces
the information pertinent to emotion state into high-quality
mel-spectrum features. The trained emotion encoder EEncNP

can clearly learn the emotion attitude expressed by the neu-
tral speech. Note that the system on this stage just work on
neutral TTS corpus to produce “neutral” emotion speech. The
emotion vector eNP generated by the emotion encoder EEncNP

is utilized to indicate the “neutral” emotion state. Hence, the
emotion vector eNP generated by the emotion encoder EEncNP

can express the neural emotion clues clearly. More importantly,
for multistage transfer learning, the emotion encoder EEncNP

trained with neutral emotion speech corpus provides a warm
and moderately starting point for the fine-tuning of various
emotions (neutral, happy, and sad).

B. Stage II: Emotional Fine-Tuning

In the second EF stage, the ETTS model is initialized by
the pretrained TEncNP, EEncNP, and DecNP, and then learned
from a medium-scale emotional English TTS corpus.

As the same with the Neural Pretraining, the ETTS model
shares the same network architecture, and the difference
among them is the emotion encoder EEncEF. In this stage,
we set the emotion labels to neutral, happy, and sad to match
the medium-scale emotional English TTS corpus. The param-
eters of the emotion encoder EEncEF, text encoder EncEF, and
the decoder DecEF are initialized by the pretrained EEncNP,
EncNP, and DecNP, respectively, and since then all parame-
ters are updated in the process of fine-tuning. The motivation
of this stage is to distinguish each emotional patterns corre-
sponding to emotion labels. Meanwhile, the decoder DecEF

can generate both natural and emotional acoustic features.

C. Stage III: Emotional Self-Adaptation

On the basis of initialization from the former two stages,
the ES stage contributes to training the emotional Mandarin
TTS model (TEncES, EEncES, and DecES) via a small-scale
emotional Mandarin TTS corpus. Both systems in all stages
own the same network architecture, however, the symbol list
is revised to be able to process Chinese character, where
the emotion labels are neutral, happy, and sad matching the
Mandarin ETTS corpus. The details of the proposed multi-
stage cross-lingual transfer learning algorithm are given in
Algorithm 1.

With such three-stage processes, the emotional Mandarin
TTS model is expected to learn the true probability distri-
bution from nature English emotional clues, which is pretty
informative for the Mandarin emotional speech projection due
to the emotional language-universal property [44]–[46].

D. Model Deployment for IoT

At runtime, only the trained model of Stage III is involved,
where the trained emotional Mandarin TTS model takes
Chinese text as input to project emotional Mandarin speech.
Fig. 4 shows the deployment details of the trained emotional
Mandarin TTS model under the IoT environment.

The deployment workflow of the trained model consists of:
1) uplink phase; 2) processing phase; and 3) downlink phase.
In the uplink phase, the end devices (e.g., smartphone, dialogue
robot, car voice assistant, etc.) receive the speech command
from users. The microphone inside the VUI of the end devices
will collect the speech signal and forward the packet to a com-
munication module. The communication module will send the
speech signal to the central server through one or more IoT
routers/gateways. Generally, given the short memory and con-
sumption of the end devices, the trained emotional Mandarin
TTS model and other related models (such as speech recogni-
tion, dialogue generation, etc.) are deployed in the central server
with high computational power. In the processing phase, the
user speech signal is preprocessed by speech recognition and
understood by dialogue generation models, and the Mandarin
ETTS mode is responsible for generating the emotional speech
signal to provide emotional feedback to the user. In the down-
link phase, the generated speech signal will be sent back to
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Algorithm 1: Pseudocode of the Proposed Method
Input:

Training set:
D = {x, y, l}
x: character sequence
y: mel-spectrum feature sequence
l: emotion labels of emotional speech corpus

Output:
Θ: TTS model including TEnc, EEnc and Dec

Hyper-parameter:
N: epoch number
n: batch size
η: learning rate

Begin
> Stage-I: Neutral Pre-training
1: Initialize TTS model ΘNP

2: for each iteration do
3: for each batch do
4: output ŷ:

ŷ = ΘNP(x, l)
5: update ΘNP with MSE Loss :

ΘNP ←�ΘNP(Loss(y, ŷ))
6: end for
7: end for
8: return ΘNP (namely, TEncNP, EEncNP and DecNP)
> Stage-II: Emotional Fine-tuning
1: Initialize TTS model ΘEF:

TEncEF ← TEncNP

EEncEF ← EEncNP

DecEF ← DecNP

2: for each iteration do
3: for each batch do
4: output ŷ:

ŷ = ΘEF(x, l)
5: update ΘEF with MSE Loss :

ΘEF ←�ΘEF (Loss(y, ŷ))
6: end for
7: end for
8: return ΘEF (viz., TEncEF, EEncEF and DecEF)
> Stage-III: Emotional Self-Adaptation
1: Initialize TTS model ΘES:

EEncES ← EEncEF

DecES ← DecEF

2: for each iteration do
3: for each batch do
4: output ŷ:

ŷ = ΘES(x, l)
5: update ΘES with MSE Loss :

ΘES ←�ΘES(Loss(y, ŷ))
6: end for
7: end for
8: return ΘES (i.e., TEncES, EEncES and DecES)
End

the end devices through the IoT routers/gateways. Finally, the
speech signal will be played by the loudspeaker inside the
VUI. Hence, the emotional feedback is achieved in EmIoT.

Fig. 4. Deployment of the proposed model in IoT. Other related models
(such as speech recognition, dialogue generation, etc.) are omitted due to
space limitation.

IV. EXPERIMENTS

In this section, some listening experiments to investigate the
performance of our proposed multistage cross-lingual trans-
fer learning scheme are conducted. The speech samples are
available at the link: https://ttslr.github.io/IOT/.

A. Experimental Corpora

Large-Scale Neutral English TTS Corpus: The LJ-Speech
database [67] consists of 13 100 short clips with a total of
nearly 24 h of speech from one single speaker by reading
seven nonfiction books.

Medium-Scale Emotional English TTS Corpus: A high-
quality English emotional speech corpus2 is recorded with
16-kHz sampling rate and 16 bits quantization in a professional
studio. It involves 350 parallel English sentences performed
by a female speaker in three different emotions (namely, neu-
tral, happy, and sad), resulting in 1050 English utterances in
total. The total duration of the emotional English TTS corpus
is about 45 min, including 15, 12, and 18 min for neutral,
happy, and sad emotions, respectively. There are about 6.31
words per English utterance on average.

Small-Scale Emotional Mandarin TTS Corpus: We record
the emotional Mandarin TTS corpus in the same condition as
the English one. For emotional Mandarin TTS corpus, 350 par-
allel utterances are performed by another female speaker also
with 16-kHz sampling rate and 16 bits quantization in three
different emotions (neutral, happy, and sad), leading to a total
of 1050 Mandarin utterances. There are 18, 16, and 28 min
for neutral, happy, and sad emotions, resulting in 62 min in
total. What is more, there are 11.5 characters on average in
each Mandarin utterance.

B. Experimental setup

To verify the effectiveness of the proposed three-stage deep
transfer learning scheme, denoted as 3DTL-ETTS, where three
baseline systems (viz., ETTS, TL-ETTS, and 2DTL-ETTS) are
compared as follows.

2https://github.com/HLTSingapore/Emotional-Speech-Data
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TABLE II
HYPERPARAMETERS AND NETWORK ARCHITECTURE OF THE EMOTIONAL

MANDARIN TTS MODEL, WHICH ARE SIMILAR WITH THE

TACOTRON-BASED MODEL [20]

1) ETTS [32]: It is a one-stage training scheme [32]
without using transfer learning technology. It is the
Tacotron-based model architecture [33] introduced in
Section II-B. We train the emotional Mandarin TTS
model with 55-min data and 100k steps.

2) TL-ETTS [40]: It is a two-stage transfer learning or
simple model adaptation scheme [40]. We first train
the Mandarin neutral TTS model using the large-scale
DataBaker Mandarin neutral TTS corpus3 (12 h) as a
prior. Then, we fine-tune the emotional Mandarin TTS
model with the small-scale emotional Mandarin TTS
corpus. After 100k steps pretraining, 15k steps are uti-
lized to fine-tune the emotional Mandarin TTS model
as the final model. Different with system ETTS, three
emotion labels to meet the requirement of emotional
Mandarin TTS corpus are employed to fine-tune the
corresponding model.

3) 2DTL-ETTS: It is a two-stage deep transfer learning
scheme. Similar with system TL-ETTS using two-stage
transfer learning, the difference between systems TL-
ETTS and 2DTL-ETTS is that system 2DTL-ETTS takes
advantage of different TTS corpus to do training. That is
to say, the neutral English and emotional Mandarin TTS
models are orderly trained and fine-tuned via English
neutral and emotional Mandarin TTS corpora, respec-
tively. Both of two stages take 100k steps, and more
steps are required to fine-tune for better transferring
knowledge compared to system TL-ETTS.

4) 3DTL-ETTS: It is the proposed three-stage deep trans-
fer learning scheme in Fig. 3. The same with system
TL-ETTS, 100k steps are exploited to train our system,
however, only 15k steps are used for the fine-tuning
process, which is vastly less than that in system 2DTL-
ETTS. Different from the above systems, the necessary
stage-III, named self-adaptation stage, is added and
trained with 100k steps.

The emotion vector is a 2-D continuous real vector, and
a narrow emotion vector is also included to allow itself to
focus on more meticulous emotional patterns. For Chinese
experiments, the input of text encoder is pinyin sequence

3https://www.data-baker.com/open_source.html

Fig. 5. MOS results of different systems, with 95% confidence interval
computed by the t-test [68].

Fig. 6. AB preference results among compared systems, with 95% confidence
interval computed by the t-test [68].

with tones, while it takes the character sequence as input
for those English experiments. All systems are fed with 256-
dimensional character sequence for their text encoders and
both decoders output 80-channel mel-spectrum. Note that the
decoder only generates one nonoverlapping output frame per
each decoding step [20]. Additionally, following the Tacotron-
based model [20], Adam optimizer [69] with β1 = 0.9 and
β2 = 0.999 is exploited and the size of batch is 32. We parti-
tion these 350 parallel utterances from each emotion into two
different sets, namely, training set (first 330 utterances, 55 min)
and test set (the rest 20 utterances, 7 min). The hyperparame-
ters and setup of the network architecture, which followed by
the Tacotron-based model [20], are tabulated in Table II. In this
work, the chosen training steps are determined by the attention
alignment performance. Model checkpoints were saved every
2000 steps and the best model’s parameters are selected based
on the performance of the validation set.
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Fig. 7. Visualizations of the emotion vector for 30 utterances. (a) ETTS. (b) TL-ETTS. (c) 2DTL-ETTS. (d) 3DTL-ETTS.

For all experiments, Griffin–Lim algorithm [54] is applied
to achieve rapid turn around for waveform generation. It
is straightforward to replace Griffin–Lim by a WaveNet-like
neural vocoder [27], [28], [55] to improve the audio fidelity.

C. Subjective Evaluation

To start with, a mean opinion score (MOS) test is imple-
mented to evaluate the sound quality of the synthesized speech
samples, and then followed by AB preference tests in terms
of emotional expressiveness.

1) MOS Test for Naturalness: As presented in Fig. 5, the
sound qualities of the synthesized speech samples are tested by
MOS among ETTS, TL-ETTS, 2DTL-ETTS, and the proposed
3DTL-ETTS systems. The grading rule for listening test is set
at a 5-point scale: “5” for excellent, “4” for good, “3” for fair,
“2” for poor, and “1” for bad. The MOS values are calcu-
lated by taking the arithmetic average of all scores assigned
the subjects who have passed the validation question test. To
robust against other interference factors, the linguistic con-
tents are kept the same among all compared models. Here, 14
speakers (ten mandarin and four non-Native Mandarin speak-
ers) are invited to participate the listening tests with 280
synthesized speech samples. From Fig. 5, we conclude the
following.

1) Importance of Transfer Learning: Among the compari-
son between systems ETTS and TL-ETTS, it is observed
that TL-ETTS performs better than ETTS for all emo-
tions. The reason is because the pretraining technology

can determine a suitable basis for model parameters and
further facilitate optimizing and/or fine-tuning.

2) Importance of Deep Transfer Learning: Among the com-
parison between systems TL-ETTS, 2DTL-ETTS, and
3DTL-ETTS, we can see that systems 2DTL-ETTS and
3DTL-ETTS outperforms TL-ETTS, and the proposed
system 3DTL-ETTS achieves the best result. To some
extent, it is due to that the multistage cross-lingual trans-
fer learning scheme successfully transfers the acoustic
knowledge from English corpus to Mandarin emotional
speech generation task.

3) Importance of Three-Stage Deep Transfer Learning:
Among the comparison between systems TL-ETTS,
2DTL-ETTS, and 3DTL-ETTS, we can see that systems
2DTL-ETTS and 3DTL-ETTS outperforms TL-ETTS,
and the proposed system 3DTL-ETTS achieves the best
result. To some extent, it is due to that the multi-
stage cross-lingual transfer learning scheme successfully
transfers the acoustic knowledge from English corpus to
the Mandarin emotional speech generation task.

2) AB Preference Test for Emotional Expressiveness: The
AB preference tests are conducted to show the emotional
expressiveness of the proposed system, as reported in Fig. 6.
In AB preference tests, the listeners are asked to compare the
quality and naturalness of the synthesized speech samples from
different systems, and select the better one. From the results,
we observe that listeners come to an agreement on our system
showing more effective in emotional expressiveness, which is
consistent with our previous analysis.
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D. Visualization

As compared to the baseline systems, the proposed emo-
tional Mandarin TTS system can obtain more natural and
emotional speech due to the three-stage deep transfer learn-
ing scheme. To evaluate that the trained emotion vector in our
proposed method can express emotion attitudes very well, we
also use the t-SNE algorithm [70] to project the trained emo-
tion vector into the 2-D space for all baseline systems and our
3DTL-ETTS system.

We randomly choose 30 utterances from the test set and
extract the trained emotion vectors of all four systems. To
sum up, for each system, there are 30 points for each emotion
and 90 points in total. As shown in Fig. 7, we can see that
all emotion vectors of the three emotion categories, which
are sad, neural, and happy, are clearly clustered into three
clusters for each system. Furthermore, we highlight the dis-
tributions of clusters in different colors. For our 3DTL-ETTS,
the utterances within the same group form a cluster, while the
utterances between groups are obviously separated from each
other. Note that there is no obvious clustering boundary for the
baselines, which means that our 3DTL-ETTS shows a better
clustering than ETTS, TL-ETTS, and 2DTL-ETTS, and also
demonstrates the proposed multistage deep transfer learning
scheme has taken effect in robustness.

V. CONCLUSION

A novel training strategy for the emotional Mandarin TTS
system is proposed, which includes three-stage cross-lingual
transfer learning to tackle the emotional resource limitation
problem. Herein, we implement a fine-grained emotion knowl-
edge transfer process from English to Mandarin language.
Some experimental results have been obtained to verify that
the proposed three-stage cross-lingual transfer learning scheme
outperforms all baseline systems in terms of the naturalness
and emotion expressiveness. It is envisioned that the proposed
system can make some progress in HCI, and is also attractive
to further develop proper models for ETTS generation via IoT
enablement.
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